
EuroVis 2017
M. Meyer, S. Takahashi, A. Vilanova
(Guest Editors)

Volume 36 (2017), Number 3
STAR – State of The Art Report

Data Reduction Techniques for Scientific Visualization and Data Analysis

Samuel Li1

1Department of Computer and Information Science, University of Oregon

1. Introduction

The classic paradigm for scientific visualization and data analysis
is post-hoc, where simulation codes write results on the file system
and visualization routines read them back to operate. This paradigm
sees file I/O as an increasing bottleneck, in terms of both transfer
rates and storage capacity. As a result, simulation scientists, as data
producers, often sample available time slices to save on disk. This
sampling process is not risk-free, since the discarded time slices
might contain interesting information.

Visualization and data analysis scientists, as data consumers,
see reasonable turnaround times of processing data a precondi-
tion to successfully perform tasks with exploratory natures. The
turnaround time is often spent on both reading data from disk, and
computations that produce meaningful visualizations and statistics.

Data reduction is a means to tackle the above-mentioned difficul-
ties both simulation and visualization scientists face. For simulation
scientists, data in reduced form requires less transfer time and stor-
age space on disk, giving more freedom to utilizing available hard-
ware resources. For visualization scientists, reading in less bytes
also means a shorter turnaround time, giving a better interactivity.

Besides relieving burdens of I/O, a few data reduction techniques
also reduce the memory footprints at the same time for visualiza-
tion computations. This is achieved by either lowering the grid res-
olution, or simplifying a given mesh. The benefit of reduced mem-
ory footprint is that computations proceed even faster, greatly im-
proving the turnaround time for data explorations.

Data reduction comes at a cost as well. The most obvious cost
is a computational overhead that consumes CPU cycles. If compu-
tational overhead becomes too high, it can potentially diminish the
benefit of a faster I/O. Some data reduction techniques, namely the
lossy ones, even hurt the data integrity. These techniques aims to
recover the data into a close approximation, and it is up to the sci-
entists to decide if the lost integrity is acceptable. Overall, adopting
data reduction into a work flow requires finding a middle ground
between data size, processing time, and integrity, and where this
middle ground lies is very task-dependent.

This paper surveys techniques to achieve data reduction for sim-
ulation, visualization, and data analysis. We keep a few different
usage scenarios in mind when doing this survey. These scenarios
are distinguished by three important properties of available data
reduction techniques; they serve as three dimensions to guide a sci-
entist to dive into a collection of techniques that best meet her re-
quirements. Note that a single technique does not necessarily keep

staying in one scenario given that many techniques can operate in
different modes. We identify these three dimensions as follows, and
elaborate the ideas behind them in Subsection 1.1.

1. lossy or lossless data reduction;
2. reduce on write or reduce on read; and
3. resulting in original memory footprint or reduced memory foot-

print.

1.1. Use Case Dimensions

Lossy or lossless: This dimension is concerned with potential in-
formation loss after applying data reduction. With lossy reduction,
the reduced form can never recover data identical to the original
one. Lossy techniques aim to find a good balance between infor-
mation loss and data reduction. With lossless reduction, the exact
information from the original data is preserved. Lossless techniques
aim to eliminate any redundancies in the data.

The choice between lossy and lossless reduction depends on the
requirements of the analysis routines. On the one hand, analyses
that require the best available precision to operate on have to choose
lossless compression. On the other hand, many analyses, especially
scientific visualization routines, can tolerate some degree of infor-
mation loss. This tolerance can result in great rewards, for example,
certain visual analytics tasks can still carry on with 256 : 1 lossy
wavelet compression [LGP⇤15], while one of the state-of-the-art
lossless coders can achieve up to 3.7 : 1 compression on another
scientific data set [LI06]. That is one order of magnitude differ-
ence. Moreover, data reduction techniques that are tailored toward
specific visualization or analysis tasks can often smartly discard
data that is deemed not as useful, thus achieving even higher re-
duction rates. For example, Cinema [AJO⇤14] achieves orders of
magnitude reduction for visual exploration tasks.

Reduce on write or reduce on read: This dimension is con-
cerned with the stage where data reduction is performed: when
the simulation code is writing results, or when the visualization
is reading data from storage. Reduce on write refers to operators
that create a representation of data with reduced size, and write this
new representation to the permanent storage. Reduce on read is less
intuitive: it refers to the case where a portion (as opposed to the
entirety) of the data on disk is read out for analysis. Simple tech-
niques such as subsetting (Subsection 2.7) achieves reduction on
read by only retrieving domains of interest, and more complicated
techniques (e.g. multi-resolution in Subsection 2.2) are able to re-
cover the entire domain with a portion of the data, often at a penalty
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of inferior quality. Reducing on write and reducing on read are not
exclusive in theory: if a technique supports reduce on read, one can
also just write that portion of the data to disks. In this survey, we
focus on how a technique is mostly used in practice regarding this
dimension.

The notion of reduce on read is important to interactive tasks
such as data explorations, since reading less data means a shorter
turnaround time. The level of reduce on read is usually adjustable,
with the option to use the entire saved data to obtain the most accu-
rate available recovery. As a result, reduce on read enables work-
flows like progressive data access.

Original memory footprint or reduced memory footprint:
This dimension is concerned with the capability of a technique to
reduce memory footprint in addition to reducing the size in stor-
age. This dimension looks at data recovered from its reduced form,
rather than what is stored. Using an example to explain this idea,
a compressed image would normally not reduce memory footprint
after it was decoded into RGB values to display. However, it could
reduce memory footprint if it was shrunk to have smaller dimen-
sions — smaller dimensions mean less RGB values to display. For
scientific visualizations, reduced memory footprint can be achieved
by simple techniques such as subsetting (Subsection 2.7) where
only a subset of domains is loaded, or more complicated techniques
such as mesh simplification (Subsection 2.6), where a similar but
dramatically simplified mesh is used for further operations.

The benefit of reduced memory footprint is two-fold. Firstly, for
data sets larger than the memory capacity, one can still fit them into
memory for processing with reduced memory footprint. Secondly,
even if a data set fits within memory in its original form, the re-
duced form takes less time to process. Often times, the amount of
reduction in memory footprint is adjustable and the option to go to
the most accurate recovery is available. As a result, reduction on
memory footprint is favorable for interactive tasks as well.

1.2. Paper Organization

This survey paper will separate the descriptions of data reduc-
tion techniques and their use cases. Techniques descriptions are
presented in Section 2, where all surveyed techniques are catego-
rized into seven groups. This section describes how each technique
achieves data reduction, and readers are expected to obtain a high-
level understanding of their reduction mechanism. We also group
use cases of data reduction, but based on the combinations of prop-
erties discussed in Subsection 1.1. This categorization scheme re-
sults in eight use cases in total. We chose this categorization scheme
for accessibility, i.e., a scientist can focus on a use case of interest
based on her requirements. Section 3 through Section 10 survey
these eight use cases. Of course one technique can be used in mul-
tiple use cases, and thus appear in multiple sections. Finally, we
conclude this survey in Section 11.

2. Techniques Overview

There are seven categories of data reduction techniques in this pa-
per, and each subsection overviews one category. Some data reduc-
tion techniques work by taking inputs and producing outputs, so we

refer to them as compressors. We also use the term coders, which
are very similar to compressors, except that coders can also act as a
component of another compressor. For example, an entropy coder
can be used by itself, or as a component in a wavelet compressor.

2.1. General-Purpose Compressors

General-purpose compressors are used in almost every field of
computer science and on almost all types of data. Also, because
of the general-purposed nature of these compressors, they are often
used together with other data reduction techniques to help further
improve the reduction efficiency. We survey three families of such
coders: entropy-based coders, dictionary-based coders, and vector
quantization.

Entropy-based compressors work by encoding strings based
on their information content, or entropy, to achieve the best cod-
ing efficiency. For example, Huffman coding [H⇤52] identifies the
frequency of each symbol’s occurrence, so it is able to use fewer
bits to encode high-frequency symbols, and more bits for low-
frequency symbols. The number of bits Huffman coding uses ap-
proaches the theoretical entropy of input when each symbol has a
probability close to powers of 1

2 . Other prominent members in this
family include arithmetic encoding [WNC87] and the very simple
run-length coding. Arithmetic encoding could be seen as a gener-
alization of Huffman encoding and is more efficient with arbitrary
probability distributions. Run-length coding replaces consecutive
occurrences of a symbol with a pair of symbols and its number
of occurrences. Entropy-based compressors are often used together
with other techniques since data going through certain treatments
(transforms, predictions, for example) can become close to constant
with very small fluctuations.

In terms of our three dimensions, entropy-based compressors are
considered lossless, reduce on write, and resulting in the original
memory footprint.

Dictionary-based compressors work by matching strings to a
dictionary so only the matching information, and not the actual
strings, is stored. As an example, to compress the current para-
graph of text, a coder keeps the page and index of each word in
a standard English dictionary. For general purpose compression,
the dictionary is usually constructed for each compression task,
and thus becomes a storage overhead. Smart ways to construct
and store this dictionary can minimize this overhead. LZ77 [ZL77]
and LZ78 [ZL78] are among the first dictionary-based coders.
They have many variants that enjoy very wide uses, including DE-
FLATE [Deu96], LZW [Wel84], LZO [Obe05], LZ4 [Col11], and
LZMA/LZMA2 [Pav99], to name a few. Among them DEFLATE
and LZMA2 are the underlying algorithms of popular compression
format .gz and .xz, respectively. Dictionary-based coders tend to
have a faster throughput than entropy-based coders, and they also
can be configured towards either a higher compression ratio or a
faster throughput.

Dictionary-based compressors are considered lossless, reduce on
write, and resulting in the original memory footprint, in terms of
our three dimensions.

Quantization is a popular lossy compression approach that is

c� 2017 The Author(s)
Computer Graphics Forum c� 2017 The Eurographics Association and John Wiley & Sons Ltd.



S. Li / Data Reduction Techniques for Scientific Visualization and Data Analysis

Figure 1: Vector quantization on vectors of size two (left) and size
four (right).

applicable to any quantities, and also sees heavy use in the sig-
nal processing community. We describe two flavors of quantization
here: scalar quantization and the more complicated, yet powerful,
vector quantization.

Scalar quantization provides an n-to-m (n � m) mapping for
scalar values, so all possible input values are represented by a finite
set of discrete values. An example is to represent all floating-point
values between 0.0 and 1.0 with a 256-step gray scale for image
output. Using scalar quantization, all values between i

256 and i+1
256

are represented by the ith gray step.

Vector quantization generalizes scalar quantization by providing
such n-to-m (n � m) mapping for vectors. It takes input vectors
instead of single values, and maps them to a much smaller set of
vectors as output. Figure 1 illustrates vector quantization of vectors
in size two and four. These vectors could be a pair of adjacent pixels
or a quad of pixels from an image. The resulting vectors are called
codewords, and the n-to-m mapping scheme is called a codebook.
In practice, both the size of the codebook and the length of the
vector are important parameters to adjust.

Vector quantization becomes advantageous when the underly-
ing data exhibits coherence, i.e., similarities between neighbor data
points. Given such an input data set, the input vectors then dis-
tribute in the vector space following certain patterns. A good code-
book then allocates more codewords to dense areas in the vec-
tor space, providing better ability to distinguish them apart. The
process of finding a good codebook is very much like finding
a voronoi-diagram-like partition for a space. Such successful al-
gorithms include the LBG algorithm [LBG80] and Lloyd’s algo-
rithm [Llo82].

Quantization is considered lossy, reduce on write, and resulting
in the original memory footprint in terms of our three dimensions.
Also, [GG12] provides a good reference on vector quantization for
signal compression.

2.2. Multi-resolution Approach

The multi-resolution approach builds a hierarchy of the data vol-
ume with different resolutions. The finest level is the native resolu-
tion of the original data, and every other level has a lower resolution
in this hierarchy. Data size is reduced at the lower resolution levels,
but usually not at the native resolution level.

Multi-resolution provides a means to achieve progressive data
access by loading a small amount of data to reconstruct an ap-
proximation with lower resolutions first, and then keeps loading
more data to reconstruct better approximations until reaching the
full resolution. This property makes it suitable for data exploration
tasks. This subsection surveys three families of multi-resolution ap-
proaches.

Sampling for multi-resolution is the simplest technique to
achieve multi-resolution. It recursively samples the data volume,
and each sample results in a new separate level with lower res-
olution. The fact that each resolution level is separate, however,
introduces significant storage overhead going towards the native
resolution. As a result, some applications opt to discard the native
resolution level to actually reduce data size [WAF⇤11].

Sampling for multi-resolution is considered lossy, capable of
both reduce on write and reduce on read, and resulting in reduced
memory footprint.

Space-filling curves share the spirit of sampling for multi-
resolution, but intelligently organize data such that multi-resolution
is achieved without storage overhead: data points from the lower
resolution levels always contribute to the reconstruction of higher
resolution levels. Mathematically, space-filling curves are contin-
uous that visit every data point in an n-dimensional space exactly
once; they map an n-dimensional space to a one dimensional curve.
This mapping has a unique property that a space-filling curve would
finish visiting all data points in one resolution level before visiting
the next level. Data locality is achieved by keeping the data points
belonging to the same resolution level together. That said, com-
monly used approaches to store high dimensional arrays in mem-
ory, such as row-major and column-major storage, also map an nD
space to a 1D representation, but they do not provide data locality.
The most prominent space-filling curves are Z-curves [Mor66] and
Hilbert curves [Hil91]. We use the former as an example to explain
how space-filling curves work.

Z-curves traverse a data volume from the coarsest resolution
level to finer levels in a Z-shaped pattern. It traverses a resolution
level all at once and then go to a finer level. Storage wise, data
points from the coarser levels also contribute to the finer levels, so
no overhead is introduced even at the native resolution. Figure 2
illustrates how a Z-order curve traverse data points in a 16 ⇥ 16
matrix from the coarsest 1 ⇥ 1 resolution to an 8 ⇥ 8 resolution.
Higher dimensional Z-order curves are also discussed in [PF01].

Space-filling curves are considered lossy, capable of both reduce
on write and reduce on read, and resulting in reduced memory foot-
print.

Transform-based multi-resolution approaches transform data
into frequency domain, and then use low frequency components to
construct approximations with lower resolutions. This approach is
technically sound because if we look at the input data as signals, the
low frequency components represent a general trend while the high
frequency components represent detailed deviations on that trend.
There are three classic transforms in this family: cosine transform,
Fourier transform, and wavelet transform. Compared to space-
filling curves, transform-based techniques take into account simi-
larities between neighbor data points, resulting in better approxima-
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Figure 2: A Z-order curve traverses a 16⇥ 16 plane with four res-
olution levels. (a) shows the coarsest level in 2⇥2 dimension, and
(b), (c), and (d) each shows a finer level, until all data points are
visited in (d).

tions at lower resolution levels. We will use wavelet transforms as
an example to explain transform-based multi-resolutions. Theories
behind the cosine transform, Fourier transform, and wavelet trans-
form are covered in detail by [RY14, Sne95, SN96] respectively.

Mathematically, wavelet transforms take in a signal and repre-
sent it using a linear combination of a set of basis functions. The ba-
sis functions have two flavors: scaling functions to capture the low
frequency components, and wavelet functions to capture the high
frequency components. As a result, wavelet coefficients from the
scaling functions contain approximations and coefficients from the
wavelet functions contain the detailed deviations. Wavelet trans-
forms can be recursively applied on the approximation coefficients,
resulting in a hierarchical representation of the input signal. In a 1D
case with a discrete signal x[n], this linear combination is thus rep-
resented as the following equation with J lower-resolution levels:

x[n] = Â
i

a0,i ·f0,i[n]+
J�1

Â
j=0

Â
i

d j,i ·y j,i[n]. (1)

Here j = 0 denotes the coarsest level and j = J denotes the finest
level with original resolution where x[n] is at. Scaling and wavelet
basis functions are denoted as f j,i[n] and y j,i[n], respectively. Their
coefficients, a j,i and d j,i, are approximation and detail coefficients
accordingly.

Figure 3 illustrates a hierarchy after three passes of wavelet
transform (J = 3). The approximation coefficients — a2,i, a1,i, and
a0,i — are three different resolution levels. Note only a0,i is kept in

Figure 3: Hierarchical representation of wavelet coefficients after
three passes of wavelet transform. Blue blocks are coefficients to be
saved; in total they take the same amount of storage as the original
data. Reconstruction goes from bottom to the top, and could stop at
any intermediate level to get an approximation.

storage, and a1,i and a2,i are calculated on-the-fly with detail coeffi-
cients d0,i and d1,i . Overall, the blue blocks in Figure 3 are saved to
disk using the same amount of storage as the original data x[n]. In
the case of higher dimensions, the same transform is applied in all
dimensions, resulting in lower-resolution squares (2D) and cubes
(3D) for example.

Transform-based multi-resolution is considered lossy, capable of
both reduce on write and reduce on read, and resulting in reduced
memory footprint.

Miscellaneous: We note that there are other techniques to
achieve multi-resolution. Laplacian pyramid was used for di-
rect rendering of computed tomography data, and the authors
found it significantly faster than wavelet transforms [GY95].
Curvelets [CDDY06] and surfacelets [LD07] are newer multi-
resolution technologies that attempt to capture specific features
from the data set (edges for curvelets and signal singularities for
surfacelets). However, both introduce storage overheads. Evalu-
ation of these two techniques on turbulence data can be found
at [PLW⇤16].

2.3. Predictive Coding Schemes

Predictive coding schemes work by using a predictor to predict
the next values based on known ones. A good predictor results
in small residuals, which is the difference between the predicted
and real values. These residuals can be safely discarded if they are
smaller than an error tolerance. Otherwise, they need to be coded
efficiently. Entropy-based coders are popular with these residuals,
since they usually contain significantly lower entropy than the orig-
inal data. Predictive coding schemes surveyed here are mainly from
two communities: video processing and scientific data compres-
sion. The former introduced motion compensated predictions, and
the latter introduced a wide range of predictors and compressors. In
this section, we will briefly describe motion compensated predic-
tions, and survey those scientific data oriented predictors in more
detail.

Motion compensated prediction, or MCP [Ana89], is specif-
ically designed for video coding. MCP assumes picture changes
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Figure 4: A Lorenzo predictor uses known values in a cube (green
or red) to predict an unknown value (blue) in 2D and 3D cases.
Green vertices have +1 weight and red vertices have �1 weight.

from frame to frame are mostly due to translations of objects in the
scene or panning of the camera. Said another way, picture changes
are due to the movement of several large groups of pixels. MCP
first identifies pixels moving together, and then uses a single vector
— a motion vector — to record the motion of this group. Therefore,
motion vectors serve as the predictors and are encoded. The more
pixels moving in groups, the more compression MCP achieves. Be-
cause of the nature of MCP, it is mostly used for time-varying data
sets.

MCP is mostly used as a lossy, reduce on write operator with the
original memory footprint.

Linear predictors predict the data points with constant values,
or change in a linear fashion. This intuition has synonyms in par-
ticle simulations that particles will stay at the same locations, or
travel along a straight line [EGM04]. To add some heuristic into lin-
ear predictors, one can pick out the smoothest changing dimension
to make predictions in a multi-dimensional data set, as proposed
in [ZTGB02].

Compvox [FY94] improves linear predictors by taking into con-
sideration more neighbor values by using the following equation to
predict a value at (x,y,z) in a 3D volume:

ṽ(x,y,z) = a1v(x�1,y,z)+a2v(x,y�1,z)+a3v(x,y,z�1). (2)

The linear coefficients (a1,a2,a3) are constantly updated as the
coder keeps processing data to improve prediction accuracy. The
overall compression is lossless, Compvox achieves a 2:1 compres-
sion ratio on average with a few test data sets, which was better
than both popular compression tools gzip and zip.

These linear predictors were proposed as lossless, reduce on
write operators that result in the original memory footprint.

Lorenzo predictor [ILRS03] was proposed for large scientific
data sets in arbitrary dimensions. This predictor works in units of n-
dimensional cubes (squares in 2D, cubes in 3D, hypercubes in even
higher dimensions): it uses the known values of the cube vertices
to predict the only unknown value at a corner of the cube:

E(v) = Â
u2C

(�1)duv+1 ·F(u) (3)

Here the vertex v is predicted using values from other vertices u
that belong to the same cube C. The degree between two vertices
(number of edges connecting them) is denoted as duv, and this de-
gree determines the weight of each neighbor to be either +1 or �1.
Figure 4 illustrates the weights in 2D and 3D cases. According to
the authors with proof, “the Lorenzo predictor is of highest possible

order among all predictors that estimate the value of a scalar field
at one corner of a cube from the values at the other corners.”

Lorenzo predictor can be both lossy or lossless, achieves reduce
on write, and results in the original memory footprint.

FPZIP [LI06] is a compressor for productions that employs the
Lorenzo predictor. FPZIP optimizes coding for residuals (the dif-
ference between the predicted and actual values) by mapping the
numbers to unsigned integer representations and applying arith-
metic coding. Least significant bits can be discarded when mapping
to integers to achieve lossy compression. The major advantage of
FPZIP over the original Lorenzo predictor compressor in [ILRS03]
was its compression speed: it is two times faster.

FPZIP can be both lossy or lossless, achieves reduce on write,
and results in the original memory footprint.

ISABELA [LSE⇤11] uses a B-splines curve fitting approach. IS-
ABELA is unique in that it sorts data points before going through
the curve fitting step, which greatly improves prediction accuracy.
Sorting requires the coder to keep the indexing information for de-
coding. Given that each single index requires log2N bits to encode
in an N sized array, the total storage requirement for indices is
N⇥ log2N bits. As a result, ISABELA is advantageous with smaller
arrays. Thus, the authors proposed splitting the data into windows
for efficient storage, more specifically, 1024 sized windows for this
study.

ISABELA is mainly used as a lossy, reduce on write operator
that results in the original memory footprint.

Combinations of predictors are also proposed. These compres-
sors try a few predictors for each prediction, and choose the best
one at that data point. FPC [BR09] uses two hash table based
predictors, FCM [SS97] and DFCM [GVDB01]. SZ [DC15] uses
three curve-filling predictors that predict the next value to be 1)
the same as the preceding value, 2) fitting a linear curve, and
3) fitting a quadratic curve, as Figure 5 illustrates. FPC and SZ
both linearize the data before predicting, meaning that they treat
multi-dimensional data as if they were one-dimensional. FPC and
SZ have different handles on prediction errors. FPC uses leading-
zero encoding to compress residuals, so it strictly performs lossless
compression. SZ uses an error tolerance to decide if a data point
is “unpredictable,” and if it is, SZ records the unpredictable values
separately. As a result, SZ works best as a lossy compressor when
a large portion of data points could be predicted within the error
tolerance.

Based on evaluations in [DC15], SZ provides better efficiency
(larger compression rates with fixed error, or less error with fixed
compression rate) than a number of coders including the above-
mentioned FPC, ISABELA, and FPZIP. SZ is also among the
fastest coders, which makes it appealing for real-world uses.

2.4. Transform-based Compression

Techniques in this family all have a certain type of transform op-
eration in their hearts, and often involve additional coders to en-
code the coefficients from the transforms. Transform-based tech-
niques achieve compression by smartly discarding either coeffi-
cients with the least information content, or least significant bit
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Figure 5: Three predictors used in SZ.

planes. As a result, they provide lossy compression. Note this ap-
proach differs from transform-based multi-resolution, where coef-
ficients were discarded if they represented the details of the original
data. From a practical point of view, transform-based compression
in this subsection recovers data with the full resolution, whereas
transform-based multi-resolution recovers data with lower resolu-
tion.

The most successful transform in compression applica-
tions is wavelet transform, which is adopted in the newest
JPEG2000 [SCE01] still image compression standard. Cosine
transform was used in the predecessor of JPEG2000, the
JPEG [Wal92] still image compression standard, which still enjoys
wide use today. The rest of this subsection surveys a few different
transforms with optional coder combinations. We also provide an
example showing how a transform “compacts” information to fa-
cilitate compression in the wavelet transform + significance map
subsection.

Wavelet transform + significance map is the most straightfor-
ward approach to achieve compression with wavelets: it saves the
wavelet coefficients with the most information content, and treats
the rest coefficients as zeros. A significance map is no more than
a mechanism to bookkeep the locations of those non-zero coeffi-
cients. Data compressed using this approach thus has two parts: 1)
significant coefficients which contain most information, and 2) a
significance map which keeps where they are.

Wavelet transforms are able to compact information into a
small number of coefficients. Moreover, with orthogonal and near-
orthogonal wavelet kernels, the magnitudes of resulting wavelet co-
efficients are proportional to their information content. As a result,
saving the coefficients with the largest magnitudes provides effi-
cient compression. We use an example to illustrate this “informa-
tion compaction”: a sine wave with twenty data points goes through
a wavelet transform with the CDF 9/7 [CDF92] wavelet kernel.
This transform was recursively performed for two levels, as de-
scribed by Equation 1. Figure 6 plots the resulting wavelet coeffi-
cients, and it shows fewer coefficients have large magnitudes after
each level of transform. Longer input arrays usually allow more
levels of transform, which further compacts information.

Wavelet transform + significance map is a lossy, capable of both
reduce on write operator that results in the original memory foot-
print.

Wavelet transform + general purpose compressors involves

Figure 6: Wavelet coefficients from one and two levels of wavelet
transform using the CDF 9/7 kernel. The input array was a sine
wave with length twenty.

two operations: first it performs wavelet transform, and then uses
general purpose compressors to compress the resulting wavelet
coefficients. The rational is that the coefficients contain much
less entropy after wavelet transforms, which makes them friendly
to compression. Quantization, which itself is a general pur-
pose compressor, is often combined together with other com-
pressors, since quantization further reduces entropy substantially.
The choice of other general purpose compressors includes gzip
in [SSEM15], run-length encoding in [IP98a,KS99], Huffman cod-
ing in [TMM96], and a combination of run-length and Huffman
coding in [GWGS02].

Wavelet transform + general purpose compressors is mostly used
as a lossy, reduce on write operator that results in the original mem-
ory footprint.

Wavelet transform + state-of-the-art coders uses coders that
are specifically designed to encode wavelet coefficients, which is
contrary to the general purpose compressors in the previous sub-
section. These coders represent the latest and the most advanced
development in this domain, and they consistently achieve the high-
est compression accuracies among all wavelet-based compression
techniques. We briefly introduce how these coders work, and leave
the details to the actual papers that introduced the coders.

These state-of-the-art coders usually work in three steps: 1)
wavelet transform, 2) quantization, and 3) encoding. In the wavelet
transform step, the CDF family of wavelet kernels [CDF92], espe-
cially the member with nine and seven filter sizes which is referred
as CDF 9/7, produces coefficients most friendly to further encod-
ing. In the quantization step, all coefficients are represented as inte-
gers. Integer representations enable the concept of bit plane, where
the most significant bits from all coefficients fit in the most signifi-
cant bit plane; all second most significant bits fit in the second sig-
nificant bit plane; and so on. Wavelet transform compacts informa-
tion into a small number of coefficients, so the first few significant
planes are expected to have only a few non-zero bits. In the encod-
ing step, specific data structures are used to encode the bit planes
from most to least significant ones. These data structures exploit
the spatial self-similarities of coefficients to achieve high encoding
efficiency. The encoding results are in the form of bitstreams, and
starting from the beginning any length of the bitstream is able to
reconstruct the data.

Data structures in this family include ZeroTree [Sha93], Set Par-
titioning in Hierarchical Trees (SPIHT) [SP93], Set Partitioned Em-
bedded bloCKs (SPECK) [IP98b, PINS04], and Embedded Block
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Coding with Optimized Truncation (EBCOT) [Tau00]. We note
that EBCOT is the coder that was adopted by the JPEG200 stan-
dard. Though originally proposed to code 2D images, most of
these coders are extended to higher dimensions, including 3D ver-
sions of ZeroTree [CP96], SPIHT [KP97], SPECK [TPM03], and
EBCOT [XXLZ01], and 4D versions of ZeroTree [ZJM⇤02], and
SPIHT [ZLMS04,LBMN05]. We note that wavelet coefficient cod-
ing is a big topic itself, and what we surveyed here are some repre-
sentative and well-studied techniques. There are many other tech-
niques, for example reported in [CSD⇤00, LP07, NS01, Rod99].

Wavelet transform + state-of-the-art coders is lossy, capable of
both reduce on write and reduce on read, and result in the original
memory footprint.

ZFP is a newly emerged transform-based compressor specifi-
cally designed to encode scientific data in high throughput [Lin14].
It uses a custom block transform to encode data in blocks of 43 size,
and also an embedded coding scheme to encode coefficients one
“bit plane” by another, which is a similar workflow to the “wavelet
transform + state-of-the-art coder." The transform of ZFP, however,
was carefully designed to make use of a lifted implementation,
which significantly reduces the operations needed per transform.
As a result, ZFP was reported to achieve a throughput of 400MB/s.

ZFP is recommended by its authors to be used as a lossy and
reduce on write compressor, and it results in the original memory
footprint.

Other transforms are also used for data reduction, for exam-
ple, the Fourier transform, cosine transform (DCT) [ANR74], and
Karhunen-Loeve transforms (KLT) [Loe78]. They work in the sim-
ilar fashion as the “wavelet transform + general purpose compres-
sors” family techniques, where general purpose compressors are
used to encode the coefficients from transforms. The choice of gen-
eral purpose compressors include quantization and entropy-based
coders, for example, in techniques introduced in [CYH⇤97, CL97,
FM07] respectively. One way to use these transforms is to perform
“compression domain volume rendering,” which skips the inverse
transform step to perform volume rendering directly with the com-
pressed data. For example, frequency domain volume rendering has
been reported in [TL93, WR00].

2.5. Save Derived Information

Techniques in this section do not attempt to reduce the size of simu-
lation data itself. Instead, they apply certain operations on the data,
derive additional information, and save the derived information.
One might confuse this class of techniques with in-situ visualiza-
tion, where visualization is performed simultaneously with numer-
ical simulations. Saving derived information differs from in-situ vi-
sualization in that 1) the derived information is not necessarily the
target visualization and analysis; 2) the derived information still
allows explorations in post-hoc style as other data reduction tech-
niques do. The rest of this section surveys such techniques in the
scientific visualization community.

Lagrangian representations are derived representations of
pathlines for flow analysis [ACG⇤14]. Traditionally the velocity
field of simulation data is saved on disk, and advections are per-

formed to obtain pathlines during analysis routines. Using La-
grangian representations, the advection operation is performed in-
situ along with the simulation, so the resulting pathlines are saved
on disk. The amount of data reduction is controlled by how many
pathlines are saved, e.g., less pathlines result in more aggressive
data reduction. An arbitrary pathline can be interpolated from
nearby pathlines on the fly during analysis routines. These saved
pathlines are also expected to be very accurate because they are
calculated from every time step of a simulation, as opposed to a
temporal subset, which is often the case. The high temporal accu-
racy is also why this technique is named “Lagrangian representa-
tion.” To further improve the smoothness of Lagrangian pathlines,
the C1 cubic composite Bézier curves and cubic Hermite splines
were proven to be viable representations [BJ15].

Lagrangian representation is lossy, reduce on write, and resulting
in reduced memory footprint.

Volumetric depth images, or VDIs [FSE13], are derived from
raycastings with auxiliary information. More specifically, this tech-
nique partitions samples along a ray into segments based on their
similarities, and keeps all segments of a ray in a list. These seg-
ments contain color, opacity, and depth information. A complete
set of VDIs further contains the model view and projection matri-
ces used during the generation of segments, which enables arbitrary
camera settings for volume renderings in the data exploration stage.
The final volume rendering can be performed at interactive rates
due to the saved segments. Data reduction achieved through VDIs
is at one order of magnitude. A VDI application on a time series of
volumes is also reported in [FFSE14].

VDI is lossy, reduce on write, and resulting in reduced memory
footprint.

Proxy images are specially designed images from render-
ings to perform image-space rendering for analysis. For exam-
ple, three types of proxy images are used in the framework pro-
posed by [TCM10]: depth image, multi-view perspective image,
and accumulated attenuation. Depth images are generated for mul-
tiple intensity intervals to enable semi-transparent rendering and
complex lighting. Multi-view perspective images contain samples
that would only be visible from neighboring viewpoints to enable
view changes for explorations. Accumulated attenuations are used
to represent opacity mappings to enable transfer function explo-
rations. In terms of data reduction, the resulting proxy images are
orders magnitude smaller than the simulation data. They are also
less computational expensive than real renderings in most cases.

Proxy image is lossy, reduce on write, and resulting in reduced
memory footprint.

2.6. Mesh Simplification

Mesh simplification operates on mesh data, with triangle and tetra-
hedral meshes most commonly seen. It achieves data reduction by
calculating a new mesh with less vertices, yet remains a similar
structure of the original mesh. Usually, a mesh simplification rou-
tine uses certain criteria to decide which vertices to eliminate, as
surveyed in this subsection

Vertex removal and tessellation is a classic mesh simplification

c� 2017 The Author(s)
Computer Graphics Forum c� 2017 The Eurographics Association and John Wiley & Sons Ltd.



S. Li / Data Reduction Techniques for Scientific Visualization and Data Analysis

Figure 7: A candidate vertex is evaluated by its distance to the av-
erage plane.

Figure 8: An edge collapses to a single vertex.

algorithm. It deletes identified vertices and perform local tessella-
tions (triangulation and tetrahedralization in 2D and 3D) to fill the
resulting hole. One of the vertex selection criteria, for example,
was “distance-to-plane” from [SZL92]. The intuition is to elimi-
nate vertices that are almost on a flat plane. Figure 7 illustrates this
idea. If a vertex V is surrounded by a complete cycle of triangles,
an average plane of these triangles is calculated. This cycle of tri-
angles is reasonably flat if the distance from V to the average plane
is small enough (e.g. below a threshold). V is thus prioritized to
be removed. Similar simplification technique is also generalized to
higher dimensions in [RO96], where the authors use n-dimensional
Delaunay tessellations to fill the resulting hole from the removal of
vertices.

Vertex removal is lossy, reduce on write, and resulting in reduced
memory footprint.

Edge collapsing Edge collapsing works by recursively collaps-
ing an edge to a vertex, removing one edge and one vertex at
a time. Figure 8 illustrates a basic edge collapse: edge e, de-
fined by two vertices v1 and v2, collapses to a third vertex e on
this edge, resulting stretch on triangles sharing v1 or v2. Trotts
et al. [THJW98, THJ99] pick the next edge to collapse based on
prediction of deviations of local triangles and tetrahedra if it were
collapsed. Garland et al. [GH97] use quadric-based error metrics
(QEM) to guide the edge collapsing process, which have proven to
give better results in the mean error sense. Their approach is later
extended to higher dimensions in [GZ05].

Edge collapsing is lossy, reduce on write, and resulting in re-
duced memory footprint.

Vertex clustering Vertex clustering simplifies a mesh by using
one vertex to represent a cluster of them. Rossignac et al. [RB93]
used uniform grids to divide a 3D volume into small cubes and use
a single vertex as the representative of that cube. This representa-
tive vertex could be either the center of mass of all vertices, or the

most important vertex. Shaffer et al. [SG01] proposed an improve-
ment by using adaptive partitioning of the space. Their algorithm
requires a two-pass processing of the mesh: the first pass analyzes
the mesh, and the second pass is able to allocate more cells to re-
gions with more details.

Vertex clustering is lossy, reduce on write, and resulting in re-
duced memory footprint.

2.7. Subsetting

Subsetting achieves data reduction by keeping or retrieving only a
portion of the entire data set. Subsetting can be achieved on spatial
domains, on variables, and on a querying basis, as the rest of this
subsection shows.

Domain subsetting uses meta data of domains to select a subset
of domains for further analysis. Domain subsetting allows algo-
rithms to only read in, and further operate on, a subset of data that
meets the data range requirement. The granularity of subsetting is
often at the spatial domain level, because the meta data of each
domain can help decide if the current domain is needed without ac-
tually reading data from the whole domain. Examples of domain
subsettings include using scalar ranges to choose domains for iso-
surface calculation, and use spatial extents for slicing a volume.

We consider this technique lossless because the domains read out
keep their original form. Domain subsetting also achieves reduce
on read, and results in reduce memory footprint.

Variable subsetting is often used in multivariate visualization
scenarios, where the large number of variables become an obstacle
for analysis. Variable subsetting techniques help identify variables
that are more relevant to specific tasks, and subset these variables
for further analysis. Variable subsetting reduces memory footprint
and also unloads the perception burden of human on multivariate
visualizations.

Variable subsetting could be achieved by dimension reduction
techniques, such as Multidimensional Scaling (MDS), Principal
Component Analysis (PCA) and Independent Component Analysis
(ICA) in [GXY12,SKK06,TLMM02] respectively. Variable subset-
ting could also build on information theory. For example, Biswas et
al. [BDSW13] reported an information-aware framework in which
the contribution of individual variables to the total entropy is cal-
culated, and variables are grouped or selected based on their indi-
vidual and mutual information.

We consider variable subsetting lossy because the variables are
selected from dimension reduction techniques, rather than selection
criteria set by the analyst. There might be information loss during
dimension reduction. Variable subsetting also achieves reduce on
read, and results in reduced memory footprint.

Query-Based Subsetting Queries find pieces of data that meet
specific criteria. We treat them as a form of subsetting in that they
enable loading portions rather than the entirety of data. Query-
based subsetting is often used in analysis scenarios where ad-hoc
query dominates the data read process. Query-based subsetting bor-
rows fast query techniques from database management systems to
enables data access in query style. As a result, it enables reduction
on read applications.
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Figure 9: A basic bitmap for a
variable A that can take four dis-
tinc values: {0, 1, 2, 3}. Each
Row Identifier (RID) represents
an occurance of A Queries can be
answered by bitwise operations,
for example, query “A < 2” is an-
swered by bitwise OR on bits b1
and b2.

Bitmap [O’N89, CI98] is an indexing technique that allows fast
queries. Using Bitmaps, each value in a set of N elements is rep-
resented by a Row IDentifier (RID). Each RID consists of N bits
with a single bit valued one and N�1 valued zero. Queries are per-
formed by bitwise logical operations, which are very fast on mod-
ern processors. Figure 9 illustrates a basic bitmap for a set with
four elements: {0,1,2,3}. The limitation of bitmaps is that they
are most effective on variables with low cardinality. For scientific
data with floating point values, bitmaps are used with binning, as
explained in [WAB⇤09].

There are also tree-based schemes for multi-dimensional data
query borrowed from the database management community. Such
schemes include R-tree [Gut84] with its variants R*-tree [BKSS90]
and R+-tree [SRF87], and B-tree [BM72] with its variants BBIO
tree [CFSW01]. B-tree is reported to have better performance in in-
dexing unstructured tetrahedral meshes [PAL⇤06], but overall these
schemes are not popular among scientific visualization community.

Query-based subsetting is lossless, reduce on read, and resulting
in reduced memory footprint.

3. Use Case 1: Lossless, Reduce on Write, Original Memory
Footprint

This section surveys applications that utilize lossless operators to
achieve reduce on write, and no reduction in memory footprint.
Such use cases are the simplest in the sense that they only trade-
off between two variables: computational time and data size. Tech-
nique wise, general purpose compressors (Subsection 2.1) and pre-
dictive coders (Subsection 2.3) are most often seen for this use case.
Besides direct compression on scientific data sets, there are also
applications to use these compressors for I/O middlewares and file
systems with transparent compression.

We note here that by lossless we mean a “bit-to-bit” recovery.
That is, every bit going through an encoding and decoding se-
quence stays the same. For floating-point scientific data, this defi-
nition excludes transform-based compression techniques (Subsec-
tion 2.4). That is because though transforms themselves are math-
ematically invertible, their calculations on floating-point values in-
troduce arithmetic errors. These tiny errors may accumulate, even-
tually resulting in recoveries that are not “bit-to-bit” identical. That
said, these transforms are lossless if operated on fixed-point val-
ues, for example, gray scale images. This section will not cover
transform-based techniques because we focus on applications on
floating-point scientific data.

3.1. Data Set Compression

General-purpose compressors (Subsection 2.1) and predictive
coders (Subsection 2.3) are used for direct compression on data
sets in this setting. For example, tetrahedral and triangular meshes
are compressed using arithmetic coding respectively in [GGS99,
PK05]. The former managed to use just slightly more bits to encode
the mesh connectivity than its binary entropy. The combination of
predictors and general-purpose compressors are also used to com-
press volume data [ZTGB02, FY94] and particle data [EGM04].
This combination performs better than general-purpose compres-
sors (e.g., gzip, zip) alone, as discovered in [FY94].

The best available coders for scientific data in this use case are
those designed for floating-point values, namely FPZIP [LI06] and
FPC [BR09]. These coders achieve not only better compression ra-
tios than general-purpose compressors (e.g., gzip, bzip2), but also
higher throughputs. A high throughput is essential to reduce overall
I/O time (compression + actual I/O) in a simulation run. A reduced
overall I/O is proven to be true for FPZIP [LI06], and is likely to
hold up for FPC as well given its reported numbers [BR09].

3.2. Transparent Compression on I/O

Specific I/O middleware and file systems have transparent compres-
sion built in, meaning that data is stored in compressed forms with-
out notifying any applications accessing the data. HDF5 [The] and
ADIOS [BLZ⇤14] are two I/O middlewares providing such func-
tionality, and Btrfs [RBM13] and ZFS [BM07] are two file systems
with transparent compression. The actual throughput of this kind
of I/O middlewares or file systems is again greatly impacted by the
underlying compression algorithms. As a result, there are usually
multiple compressors to choose from for different use cases. For
example, Btrfs recommends using LZO for high throughput, and
zlib for high compression ratio [btr].

4. Use Case 2: Lossless, Reduce on Read, Reduced Memory
Footprint

This section surveys applications that use a lossless operator to
achieve reduce on read, and also reduce memory footprint. These
applications use such operators to speed up I/O when reading data
in for analysis tasks (reduce on read), and also speed up the anal-
ysis routine or even load data that does not fit in memory (reduce
memory footprint). Subsetting (Subsection 2.7) is a viable operator
to achieve these goals. We survey applications using domain sub-
setting and query-based subsetting in this section.

4.1. Domain Subsetting for Visualization Pipeline

VisIt [CBW⇤12], an open-source visualization system for scientific
data, uses domain subsetting for its visualization pipeline. VisIt in-
troduces a concept of “contract,” which provides an opportunity
for every component of the pipeline to modify it with the list of
domains that component requires [CBB⇤05]. When an update is is-
sued at the bottom of the pipeline, the contract travels upstream to
inform each component of the downstream components’ require-
ments, and allow the current component to determine its require-
ments. Finally, the source at the beginning of the pipeline receives
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Figure 10: An example pipeline.
During the update phase (de-
noted by thin arrows), contract
version 0 (V0), comes from the
sink. V0 is then an input to
the contour filter, which modi-
fies the contract to make con-
tract version 1 (V1). The details
of the execution phase are then
passed to the source, which be-
gins the execute phase (denoted
by thick arrows).

a contract containing all components’ requirements, and reads in
only the required domains.

The following example illustrates this contract-based visualiza-
tion pipeline using domain subsetting. This pipeline has four com-
ponents as Figure 10 shows. Each component has a chance to iden-
tify a list of domains that it needs based on its parameters and the
metadata of each domain, i.e., the slice filter picks out the domains
covering the spatial extents of the slice, and the contour filter picks
out the domains containing the desired isovalue. The resulting con-
tract would contain the intersection of these two domain lists. As
the visualization pipeline starts execution, the file reader only reads
in the subset of domains indicated by the contract, and the benefits
from a reduced data size propagates downstream to every filter.

4.2. Query-based Subsetting for Fast Analysis

FastBit [WAB⇤09] is an open-source toolkit to perform fast query
on scientific data. It uses Bitmaps in its heart for queries. In an ap-
plication to track the evolution of ignition kernels in a combustion
simulation, FastBit is used to speed up this analysis [WKCS03].
During step 1 — finding points satisfying conditions for ignition
kernels — FastBit naturally performed queries on the data. Dur-
ing step 2 — grouping the points into connected components —
each connected component was represented as a bitmap. During
step 3 — tracking the evolution of ignition kernels by computing
the overlap among them — was completed quickly with bitwise
AND operation. Another application of FastBit, histogram-based
parallel coordinates, proved to have satisfactory performance in ex-
ploring extremely large data (⇡ 1.5TB) on distribute-memory sys-
tems [RWC⇤08]. Both tasks of interactive query and particle track-
ing enjoyed significant speedups from FastBit. Finally, FastBit was
also used to provide a query interface to the popular scientific data
format HDF5, resulting in HDF5-FastQuery [GSS⇤06]. Data stored
with HDF5-FastQuery then supports queries for certain data points
using query criteria like “Temperature > 32” and “CO2 > 0.1.”

5. Use Case 3: Lossy, Reduce on Write, Original Memory
Footprint

This section surveys applications that use a lossy operator to
achieve reduce on write, but not reduce memory footprint after re-
covery. This use case is similar to what we surveyed in Section 3,
but uses lossy compressors. On the one hand, compared to loss-
less approaches, the loss of accuracy enables much more aggressive

compression. On the other hand, the inaccurate recovery needs to
be carefully studied to make sure 1) analyses can still carry on (i.e.
limited false negatives) and 2) analyses are not misled by compres-
sion artifacts (i.e. limited false positives). Overall, this lossy, re-
duce on write, no reduction on memory approach is easily applied
to many applications, and it is a major use case of data reduction.

One commonly adopted approach for simulation runs falls into
this use case: temporal sampling. Though sampling strategies dif-
fer, temporal sampling loses some time steps in exchange of re-
lieved write burden on disks. The saved time steps are still in their
original forms without changing the memory footprint. The rest of
this section describes applications that use more complicated op-
erators to reduce sizes of single three-dimensional volumes and a
series of time-varying data set.

5.1. Three Dimensional Data Volume Compression

Grid data volumes are a very common output of numerical simu-
lations. A lossy operator significantly reduces the size of the data
volumes into a compressed form, which is suitable to save to disks.
The input data volume is recoverable from the compressed form,
but errors may be introduced at individual grid points. A few tech-
niques from different families are used to compress grid data vol-
umes.

Vector quantization (Section 2.1) was used in direct volume
rendering [NH92]. Here contiguous blocks of size I ⇥ J ⇥K serve
as individual vectors for quantization. This application has taken
advantage of the fast decoding speed of vector quantization, which
only involves looking up the codebook. The decompression over-
head was measured to be 5%. However, the compression step
was time consuming since finding a good codebook was expen-
sive. To achieve even faster rendering speed, the same authors pre-
computed shading and ray tracing information for each I ⇥ J ⇥K
block, and still applied vector quantization to compress them. The
resulting volume rendering system was very fast because it retrieves
most information from the codebook.

Predictive coders SZ and FPZIP (Section 2.3) fit into this use
case as well [DC15, LI06]. Both coders feature fast coding and de-
coding speed, making them suitable for potential in-situ use. One
advantage of predictive coders for lossy compression is that they
can easily bound the absolute errors, i.e., work in an error bound
mode. This is because the coders can easily obtain the absolute er-
ror by comparing the prediction and real values, and make adjust-
ments accordingly. Error bound is important for certain applica-
tions where the scientists need a guarantee on the accuracy of their
data. Meanwhile, error bound compression leads to an uncertainty
of the final compressed file size, i.e., no size bound. As a result,
a scientist who would like to adopt these predictive coders might
need to run experiments to have a sense of the compression ratios
on her data. Test results reported in the SZ paper suggest that SZ
actually achieves the highest compression in most data sets, making
it an appealing choice for real world uses.

Wavelet transform with VAPOR: VAPOR is an open-source
visualization package for the climate community [NC12]. It uses
wavelets to provide both multi-resolution and compression to the
data, and we focus on its compression capability in this section.
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(a) Baseline results from the uncom-
pressed raw data.

(b) Results from lossy wavelet com-
pression with VAPOR at 256:1 ratio.

Figure 11: Visual analytics of high enstrophy areas from a turbu-
lent flow simulation. Each one of qualified areas is identified as a
connected component and has a unique color. The two renderings
are from the raw and compressed versions of the same data set.

VAPOR adopts the wavelet transforms + significance map strat-
egy to achieve compression (Section 2.4). This strategy proves
to be effective in compressing turbulent flow data, as meaningful
visual analytics can still carry out even with a 256 : 1 compres-
sion rate [LGP⇤15]. Figure 11 illustrates the comparison between
a baseline rendering and a rendering with lossy compressed data.
Using transform-based strategy, VAPOR naturally performs size
bound compression by saving a target portion of all coefficients.
However, it also introduces storage overheads to keep the signifi-
cance map. Therefore, VAPOR takes more space than 1

X of the raw
data in practice in a X : 1 compression setting.

Wavelet transforms with the state-of-the-art coders Qcc-
Pack [Fow00] is an open-source package that includes two of the
state-of-the-art wavelet coders: SPIHT and SPECK (Section 2.4).
These coders output coefficients in the form of bit streams. A bit
stream has the property that any portion of it can be used to recover
the input data as long as this portion starts from the beginning of
the stream. Of course, the longer the bit stream used to recover, the
more accurate the recovery is, with a caveat that there are diminish-
ing returns. This property provides great flexibility to applications:
one can cut the output of bitstream at any point, and also read in any
portion of the bit stream that is already on disk. In another word,
QccPack with SPIHT and SPECK coders is able to achieve reduce
on read in addition to reduce on write. Size bound compression is
naturally achieved here.

There is currently limited scientific visualization applications of
these state-of-the-art wavelet coders, one example being JPEG2000
applied on large scale climate data [WMB⇤11]. The authors
demonstrated that JPEG2000 was effective in trading accuracy for
smaller sizes to transmit data through internet. They argued that
L1 norm is a better measurement to communicate accuracy with
domain scientists. We point out that in this application, the standard
two dimensional JPEG2000 compression was applied on individual
2D layers though the original data was in 3D. This approach did not
take advantage of data coherence in the vertical direction. Using a
state-of-the-art wavelet coder that naturally supports 3D volumes,

such as SPIHT and SPECK in QccPack, is likely to yield better
accuracies.

Transform-based coder ZFP is a transform-based compres-
sor that was designed for floating-point data (Section 2.4). ZFP
has the advantage of supporting finer random access compared to
wavelet transform techniques, since it performs transforms in rela-
tively smaller blocks. In the case of 3D data volumes, they are 43

blocks. ZFP supports both size bound and error bound compression
mode. The original ZFP reported in [Lin14] achieves size bound
compression by setting a target number of bits for every 43 block.
Later with the release of 0.41 version of ZFP, it gained support for
error bound compression [LCL16].

An advantage of ZFP is its fast coding and decoding speed. This
could be seen from a successful application of ZFP to relieve the
I/O burden on wave-propagation simulations [LCL16]. The work-
flow with ZFP was to compress the strain fields before writing them
to the disk, read the compressed strain fields out, and then decom-
press them before using them in kernel calculations. The overall
I/O time of the new workflow would include both calculation time
for compression and decompression, and the actual I/O time on the
compressed data. Experiments show that compared to I/O time with
the raw data, the overall I/O time of this new workflow is 3X to 4X
shorter for write and 5X to 6X shorter for read depending on the
preset error tolerance during compression.

5.2. Time-varying Data Volume Compression

Time-varying data is from time slices saved from numerical simu-
lations. Though policies of saving time slices differ, it is likely that
coherence exists from slice to slice. Compression techniques mak-
ing use of this coherence are referred as “spatiotemporal” compres-
sors in some literatures, and we survey their representative applica-
tions in this subsection.

Wavelet transforms are used in time-varying data volume com-
pression. This is partially because of the fewer technical difficul-
ties encountered during the compression: wavelet transforms are
essentially one dimensional operations and easy to apply along the
time dimension. For example, Villasenor et al. [VED96] applied
the CDF 9/7 1D wavelet filter bank over all four dimensions to
compress seismic reflection data. The authors argued that cosine
transform based techniques, such as JPEG and MPEG, are not suit-
able for such data, and proved the effectiveness of wavelet trans-
forms. There are also applications of wavelet-based spatiotemporal
compression applied to time-varying 3D medical images. Zeng et
al. [ZJUH01, ZJM⇤02] established the feasibility of spatiotempo-
ral wavelet compression of time-varying echocardiography images.
In the former of their work, the authors pointed out that the de-
gree of coherence present may differ between dimensions, and thus
warranted different handling. Lalgudi et al. [LBM⇤05, LBMN05]
evaluated 4D wavelet spatiotemporal compression on functional
MRI (fMRI) data obtained as a time series of 3D images of the
brain. They confirmed the coherence difference between dimen-
sions: more benefit gain is observed from the time dimension
than the z dimension. These evaluations also show that on fMRI
data sets, among the three tested state-of-the-art coders — Ze-
roTrees, SPIHT, and JPEG2000 (see Section 2.4) — JPEG2000 and
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SPIHT are considerably more efficient than ZeroTrees, and SPIHT
is slightly better than JPEG2000. We note that some medical data
sets are in integer format, thus lossless compression is possible even
going through transforms. When using the state-of-the-art coders
on floating point values, a quantization step is needed to represent
the numbers in fixed point format, prohibiting lossless recovery.

Motion compensated predictions (MCP, see Section 2.3) was
proposed for video compression along the time dimension, so it
can naturally be applied to time-varying data from simulations.
BM3D [DLVL02] is a motion estimation scheme for time-varying
3D data volumes. It features two strategies to search for matches
in the next time step of a group of data points: an exhaustive and
a heuristic “hill climbing” strategy. The latter strategy uses a two
level steepest ascent method to guide the search. “Hill climbing”
also proves to be a more practical strategy since it is only slightly
less accurate but two orders of magnitude less expensive to com-
pute. Sanchez et al. [SNA06] used an MCP-based video format,
H.264, to compress 4D medical imagery, and later developed their
custom compressor [SNA08]. In the latter of their work, they used
one pass of motion compensation to reduce redundancies between
2D slices in both spatial and temporal dimensions, followed by
another pass of motion compensation on the residuals from the
first pass. The final residuals and motion vectors were coded by
arithmetic coding. In lossless compression mode, this proposed ap-
proach achieves significantly higher compression rates than both
3D-JPEG2000 and H.264 coders. MCP could also be used to-
gether with wavelet transforms based on the idea to use wavelets
to de-correlate coherence in spatial domains, and use MCP to de-
correlate coherence in the temporal domain, as explored in [GS01]
and [KYLS05]. The latter shows that MCP reduces bit rate by 25%
compared to the wavelet-only approach when performing lossless
compression on medical imagery. Again, some of these applica-
tions report results as lossless because they worked on integer val-
ues. The same techniques applied to floating point values would
require a quantization step and introduce non-reversible errors.

ISABELA (Section 2.3) is designed to perform lossy spatiotem-
poral compression on scientific data. ISABELA features high scal-
ability, which makes it really appealing for in-situ use with large
scale simulations. A storage framework was built on top of IS-
ABELA to demonstrate the low overhead, fast random access, com-
pression effectiveness, and high scalability in in-situ uses [LSE⇤13]
ISABELA is also flexible enough to provide error bound or size
bound modes.

FPZIP and ZFP in 4D mode (Section 2.3) are also available
options for time-varying data. The designs of both coders are easy
to extend to higher dimensions. We refer back to the discussion in
Subsection 5.1.

6. Use Case 4: Lossy, Reduce on Write, Reduced Memory
Footprint

Applications in this use case reduce the data size before writing to
disk. The reduced form would also lower memory footprints in ad-
dition to file sizes. Two families of techniques fit into this use case:
saving derived information (Subsection 2.5) and mesh simplifica-
tion (Subsection 2.6). We will cover their applications in this sec-
tion. Also, we note that multi-resolution approaches fit into this use

case as well if the user decides to save a lower-resolution version of
his data for further use, as indicated in [WAF⇤11]. However, multi-
resolution is more widely used as a “reduce on read” technique to
improve interactivity of analyses and data explorations. Therefore,
we decide to put multi-resolution application in Section 8 instead
for interested readers to refer to.

6.1. Mesh Simplification on Unstructured Grids

Mesh simplification (Section 2.6) is for unstructured meshes, for
example, tetrahedron meshes in 3D and triangle meshes in 2D.
Based on quality criteria, a simplified mesh could have one or two
orders magnitude less number of triangles, which makes it much
easier for interactive visualizations. A few applications success-
fully performed mesh simplification on extremely large meshes in
an out-of-core fashion.

Edge collapsing based out-of-core mesh simplification was pro-
posed in [WK03, VCL⇤07]. Both applications read the mesh from
disk in a streaming fashion with a certain ordering, i.e., the ge-
ometries are roughly sorted by one coordinate. Then the edges are
examined against certain error tolerance — they are collapsed if
the collapse does not bring more error than the error tolerance. The
approach in [VCL⇤07] is even able to preserve the stream order of
the mesh between input and output.

Vertex clustering based out-of-core mesh simplification were
also proposed in [Lin00, LS01]. In the former work the authors ap-
plied the quadric error metric to guide vertex clustering. The benefit
was both better positioning of vertices, and the requirement of only
a single pass of the input model to generate the simplified version.
This application requires the system memory to hold the simplified
version of the mesh. This requirement was removed in their later
work ( [LS01]). This new version of algorithm compactly stores
auxiliary information on disks instead, and managed to avoid ex-
pensive disk random accesses.

6.2. Image Space Visualization and Exploration

Image space visualization techniques save explorable images rather
than the simulation data, thus dramatically reduce both the file size
on disk and footprint in memory. One way to think about image
space visualization is that it sacrifices the visualization flexibility
to achieve reduced sizes, as opposed to simulation data which pro-
vides great flexibility but requires more storage. Cinema [AJO⇤14]
is a such image space visualization framework.

Cinema couples simulations to generate the image database in-
situ. Cinema supports a rich set of settings for a domain scientist
to make decisions between the final imagery size and its flexibility.
For example, the scientist is able to specify visualization objects
to create, the parameter space of the selected objects, the camera
space of the objects, and the quality of generated images. Based
on the specifications, Cinema is able to provide an estimate cost in
terms of storage computational overhead. After creating the image
database, Cinema supports three types of visual analytics tasks: in-
teractive exploration, querying, and image compositing. While the
capability of interactive exploration is limited by the specifications
defined during image database creation, the querying and image
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compositing capabilities are great enhanced by the fact that is this
an image-based technique.

Cinema exhibits impressive data reduction factors and perfor-
mance. The authors argued that the imagery is on the order of
106 whereas the simulation data could go onto the order of 1015.
The authors also showed that both the in-situ creation of the image
database and performing various visualization routines take con-
stant time.

6.3. Lagrangian Representations for Flow Analysis

Lagrangian representations keep the pathline information and are
designed for flow analysis. They are usually generated in-situ with
the numerical simulations, and can take advantage of high tempo-
ral fidelity to provide potentially highly accurate pathlines. Sauer
et al. [SXM16] further proposed a data structure that combines La-
grangian representations with traditional Eulerian representations:
Lagrangian particles are indicated by vectors originating from the
Eulerian grid points. With an indexing-based data structure, the
combined information from both representations is queried effi-
ciently for complex analyses, as demonstrated in studies of real
world fusion, combustion, and cosmology data sets. The additional
benefits of this combined representation include out-of-core opera-
tions and efficient sample of multi-resolution subsets.

7. Use Case 5: Lossy, Reduce on Read, Reduced Memory
Footprint

Multi-resolution approaches (Subsection 2.2) are widely applied in
this use case. A lower resolution version of the data is preferred
sometimes because it saves I/O and consumes less memory, both
helping to provide better interactivity for data explorations.

We note that mesh simplification using either vertex removal or
edge collapsing is a progress process — it iterates to remove one
vertex or edge at a time. Techniques with this nature has the poten-
tial to create a multi-resolution hierarchy, as the authors indicated
in [SZL92,RO96]. Unfortunately, we are not aware of any applica-
tions using it in this fashion.

7.1. Space Filling Curves for Progressive Data Access

Z-order curves have been used for out-of-core data access, where
portions of data must be kept in the next levels of memory given the
limit of available memory. Pascucci et al. [PF01] used this technol-
ogy to create a global index of very large data sets to speed up data
request. A visualization algorithm — slicing — was used to demon-
strate this benefit by working on the available data in a progressive
fashion; it reduces the overall computation time. Hilbert curves are
used in MLOC [GRJ⇤12] — a framework for compressed scien-
tific data exploration with heterogeneous data access patterns — to
organize data in a multi-resolution fashion. Here spatial-temporal
data sets are linearized by Hilber curves with data points of the
same resolution level stored together. This improved data locality
alleviates I/O constraints.

Figure 12: All 64 bits in a double-precision value are divided into
seven groups. These seven groups represent seven precision-based
levels of details to achieve reduction in read.

7.2. Wavelet Transforms for Progressive Data Access

Volume rendering on Magnetic Resonance (MR) data (e.g. the Vis-
ible Human Project [Ack98]) is among the first applications to
use wavelet-based multiresolution representations. Muraki [Mur92,
Mur93] proved the viability of wavelet-based multi-resolution rep-
resentations in volume rendering 3D MR data back in early 1990’s,
and he pointed out a potential use case in data transmission through
computer networks: a rough approximation can be sent first, fol-
lowed by enhanced details at selected regions. Nguyen et al. [NS01]
divided 3D data volumes into 163 cubes and applied wavelet trans-
form on each of the cubes, achieving both a multi-resolution rep-
resentation and random access at the individual cube granularity.
Similar applications are also reported in [IP98a, Rod99] with dis-
cussions on random access strategies.

Multi-resolution representations are especially useful in interac-
tive visualization scenarios, because users can start from a coarse
approximation of the volume, and keep refining the entire or a por-
tion of the volume as more data is available. Ihm et al. [IP99] evalu-
ated the interactive use of their wavelet-based technique on the Vis-
ible Human data sets. Guthe et al. [GWGS02] then achieved frame
rates adequate for practical interactive use on this data set with
multiple optimizations. Both LaMar et al. [WWH⇤00] and Weiler
et al. [LHJ00] explored the idea that the interactive visualization
uses finer resolutions to render objects closer to the view point,
while to use coarser resolutions for objects further from the view
point. Guthe et al. [GS04] further applied different resolution lev-
els to different data blocks when rendering, aiming to set a screen-
space error bound: more error sensitive blocks are rendered using
higher resolution levels. The screen-space error is calculated by
comparing the rendered image using the current set against the im-
age rendered using the blocks that map one voxel to a single pixel.
Further, Brix et al. [BMMB11] and Gao et al. [GWLS05] applied
multi-resolution representations from wavelet on distributed sys-
tems. Interestingly, both works use space-filling curves to achieve
a better load balance among compute nodes. Finally, wavelet-based
multi-resolution approach is also adopted by VAPoR, an open-
source package for scientific visualization and analysis, to provide
a better user interactivity [CMNR07, CR05].

8. Use Case 6: Lossy, Reduce on Read, Original Memory
Footprint

This use case is similar to Case 5, since they are both for progres-
sive data access. This use case is different from Case 5 in that recov-
ered data will not reduce memory footprint. For grids and meshes
this means they will have the same number of vertices after recov-
ery from the compressed form. A few techniques that are able to
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use partial saved data to recover the original data fit into this use
case.

MLOC [GRJ⇤12] provides reduction in read by using less num-
ber of bits to reconstruct each double-precision value that originally
has 64 bits. More specifically, MLOC divides the eight bytes of a
double-precision value into seven groups: the first group has two
bytes containing the sign, exponent, and the first four bits of the
fraction, and each group next has one byte containing eight more
bits of the fraction. The first group thus has a coarse approximation
of the data, and each extra group adds more precision. This strat-
egy is referred as Precision-based Level of Details, and illustrated
in Figure 12. Using the coarse levels of details in MLOC (e.g., level
1 through level 6) reduces I/O cost in read.

Two wavelet-based techniques — wavelet transform + signifi-
cance map and wavelet transform + state-of-the-art coders (Sub-
section 2.4) — are capable of supporting this use case as well. The
former sorts all wavelet coefficients based on their information con-
tent, and use a subset of coefficients containing most information
for reconstruction. Actually, this subset can be cut at any point to
start reconstruction, achieving reduction on read. The latter encodes
wavelet coefficients one bit-plane by another, from the most signif-
icant ones to less significant ones. Again, less number or partial bit-
planes can be used to start reconstruction, achieving reduction on
read. The QccPack [Fow00] implementation of SPIHT and SPECK
coders supports this use: a user is able to specify a smaller bit rate
for data reconstruction despite the available bit rate on file, thus
achieving reduction on read. Though capable, these wavelet-based
techniques have not been used in this lossy, reduction on read, and
no reduction in memory fashion in real-world applications to our
knowledge.

9. Use Case 7: Lossless, Reduce on Write, Reduced Memory
Footprint

This use case is similar to Case 2 (Section 4), with the difference
that we focus on reduction on write here, but reduction on read in
Case 2. In theory, domain subsetting adopted in Case 2 could be
used here, where the scientist deems a subset of domains contains
all data needed, and the discarded domains does not lose anything
useful. This might be applicable for some applications, for exam-
ple, in a wind farm simulation, we probably only want to save do-
mains near the wind turbines rather than the entire wind farm. After
all, this use case is relatively rare, and we are not aware of any for-
mal discussions of this kind.

10. Use Case 8: Lossless, Reduce on Read, Original Memory
Footprint

This use case is similar to Case 1 (Section 3) with the difference
that we focus on reduction on read here, but reduction on write in
Case 1. Based on our definition of reduction on read, it becomes
tricky to require both lossless and reduction on read at the same
time. By reduction on read we mean reconstruction using part of the
saved data is possible. If this reconstruction were lossless then the
saved data has redundancy, and the redundancy is easily eliminated
during writing. Since every lossless data reduction technique aims

to reduce redundancy even before writing to disks, we decide this
use case not practical.

11. Conclusion

This paper surveys common techniques used for visualization and
analysis of scientific data sets. They are distinguished by three
important characteristics: lossy or lossless, reduce on write or re-
duce on read, and results in original memory footprint or reduced
memory footprint. A scientist may use these three characteristics
to guide himself to choose a data reduction technique for her use
case. Existing applications with data reduction integrated into the
work flow are also surveyed in this paper, and they are organized
around the three characteristics of available techniques. We believe
this survey serves as a starting point for a visualization scientist as
well as a simulation scientist to explore data reduction options to
tackle his I/O constraints.
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