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Abstract

This paper introduces a new class of interactive interfaces
that can be moved around to appear on ordinary objects
and surfaces anywhere in a space. By dynamically
adapting the form, function, and location of an interface
to suit the context of the user, such steerable interfaces
have the potential to offer radically new and powerful
styles of interaction in intelligent pervasive computing
spaces. We propose defining characteristics of steerable
interfaces and present the first steerable interface system
that combines projection, gesture recognition, user
tracking, environment modeling and geometric reasoning
components within a system architecture. Our work
suggests that there is great promise and rich potential for
further research on steerable interfaces.
.
1. Introduction

Pervasive computing research has been driven by the
vision [25] of numerous computational devices weaving
themselves into the fabric of space. An essential element
to realize this notion of “computing woven into space” is
a ubiquitous interface to computing – access to pervasive
computing resources should be available everywhere.
This has naturally been a dominant theme in ubiquitous
and pervasive computing research [2,3,4,7,20,25].
However, realizing such an interface has, thus far, meant
wiring the environment and/or the people in the
environment. For instance, access to computing services
has been through computer monitors, touch screen panels,
keyboards, mice, PDAs, cellular phones etc. – all special
surfaces and devices available in the environment or
carried by people.

In this paper, we pursue an alternate vision for the
pervasive computing interface, especially in the context of
intelligent environments. We propose that as computing
disappears into the physical environment, what matters
most to the user is the interface to computing. The
interface should appear whenever the user needs it,
wherever the user needs it, and in a form most suitable for
natural interaction. In particular, both input and output
interfaces should be available to the user anywhere in
space, without the need for special devices. To realize
this, we introduce the concept of a steerable interface – an

interface to computing that can be moved around a
physical environment on to ordinary objects or surfaces.
Steerable interfaces are important as they provide
interaction wherever it is needed in a space. In many
cases, the interface just appears when needed and where
needed, as a natural extension to the physical
environment, without the user having to perform any
deliberate actions. And as the user neither carries nor
approaches any special devices, the interaction is casual.
The user can also request for the interface anywhere
through natural actions such as simply asking or making a
specific gesture.

Steerable interfaces have the potential to change how
we access information in a number of different domains
and applications. For example, during shopping,
information about a product can be made available right
at the product location when a shopper is in the vicinity of
the product. At home, a television or a computer can
appear on demand on any wall or table or countertop.
Information can be made truly accessible to people with
special needs in hospitals and old age homes. The design
of offices and the style of working and collaborating in
the office can change significantly as the dependence on a
static display monitor is removed [13].  Engineering
design, training, and technical support can achieve a new
dimension when graphical information can be overlaid
upon real products and objects and combined with spoken
information. For example, a product assembly manual can
take the form of dynamic audio-visual instructions that
appear on the products and parts themselves, and guide
the assembly process. Steerable interfaces can also result
in new forms of entertainment such as games in the real
world with virtual characters and hybrid theater
combining the real and the virtual.

The rest of this paper is organized as follows. In
Section 2, we outline the salient characteristics of
steerable interfaces and give an overview of the important
enabling technologies needed to realize such interfaces.
Section 3 discusses related research in pervasive
computing and a number of other disciplines. Section 4
gives an overview of the technologies and architecture
that we have implemented thus far. In Section 5, we
describe a prototype implementation of steerable
interfaces for a retail store application. We conclude and
discuss future research directions in Section 6.
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2. Steerable Interfaces: Characteristics and
Enabling Technologies

2.1 Steerable Interface Defined

We offer the following definition of a steerable
interface – an interactive interface to computing that can
move around a physical environment and appear on
ordinary objects or surfaces or even in empty space.

2.2 Characteristics of Steerable Interfaces

While the above gives a base definition of a steerable
interface, we propose that an interface should ideally
exhibit several salient and desirable characteristics to
qualify as a steerable interface. Below, we outline six key
characteristics of steerable interfaces.

1. Moveable output interface: This is a primary
characteristic of a steerable interface. By definition, the
interface should be able to steer information around an
environment. Examples of interfaces that satisfy this
characteristic are a visual information display that moves
around an environment, directional sound that can be
steered to appear to be coming from different source
locations, or a sound beam that can be directed to
different target locations in an environment.

2. Moveable input interface: We propose that a
steerable interface should serve as both input and output
interface to computing. Thus, the moving display in the
above example would not by itself qualify as a steerable
interface. The moving display should also offer means to
interact with it as it moves around a physical space. Thus,
a far-field speech recognition system that allows speech-
based interaction with a moving display, or a moving
projected keyboard that allows the user to “type” in
commands would be examples of moveable interfaces
that support both input and output.

3. Adaptation to user context: One of the most
important motivations for steerable interfaces is that the
user can get access to computing wherever he or she
wants. As opposed to the typical fixed interfaces of today,
such as a monitor with a mouse and a keyboard, which
enslave the user to an access point, steerable interfaces
free the user to move about and carry out other functions.
However, this places the burden on the steerable interface
to adapt to user context. For example, an interactive
display should be oriented towards the user and be close
enough to the user to facilitate interaction. A related
theme is that, depending on the situation, the interface
should either automatically appear or provide the user
mechanisms to “call up” the interface whenever desired.

4. Adaptation to environmental context: This is a
closely related issue to the third characteristic above. A
steerable interface should adapt to the characteristics of
the environment in order to be useful. For example, a
projected visual display should appear on an available
surface in the environment that is of the appropriate size
and orientation, has the appropriate color and texture to

show the display with sufficient contrast, and is not
occluded by other objects in the environment. Similarly
an acoustic output should adapt to the presence of
acoustic noise sources and objects blocking the acoustic
signal. Thus, a steerable interface typically needs to be
aware of, and reason about, the geometry and properties
of the environment, and relate the user as well as input
and output devices to a model of the environment.

5. Device-free interaction: We propose that a
steerable interface should be able to move on to different
surfaces and objects and areas in an environment without
the need to place special devices in these places. Thus, it
is important that the steerable interface be able to sense
and support forms of interaction such as speech, hand
gestures, motion of body, touch etc. which are based on
the human body and do not require special devices.
However, it should be stressed that steerable interfaces
could very well accommodate special purpose devices in
addition to providing device-free interactions.

6. Natural interaction: This is a requirement of any
interface and should be specially emphasized in the
context of a steerable interface. A steerable interface
should be “natural” and easy to use. The end result of
ubiquitous access and adaptation to user and
environmental context should be an interface that is
intuitive and usable rather than something that distracts,
confuses, or overwhelms the user.

2.3 Enabling Technologies

Several technologies need to work in unison in order
to realize steerable interfaces with the characteristics
outlined above. Figure 1 shows a conceptual overview of
some of the important technologies. Steerable projection
[17] is a key enabler as it gives the ability to move a
display on to ordinary objects and surfaces. Combining a
steerable gesture recognition/computer vision system [12]
with steerable projection results in interactive displays
anywhere in the environment. While projection and vision
can create a visual input/output interface anywhere in the
environment, steerable audio and steerable microphones
(with associated speech recognition) can create an audio
input/output interface anywhere. Technologies for
steerable sound [18] and steerable microphones [21] have
begun to mature in recent years. The goal is to provide the
user with an audio-visual interface anywhere and the
ability to switch easily between visual and auditory modes
of interaction.

A crucial aspect of a steerable interface system is the
ability to provide the interface at a location close to the
user. This demands that the system know the location of
the user, the environment around the user, and be able to
reason about where to locate the interface. Figure 1 shows
additional modules to realize such intelligent steering. A
user-tracking module continuously provides the location
and orientation of the user(s) while a 3D model of the
environment provides knowledge of the surfaces and
objects in the environment. A calibration module maps



data from the projection, vision, or audio modules to the
3D model of the environment, while a geometric
reasoning module relates user position and the
environment model to determine the location or potential
locations for the interface.

A continuously updated model of context [4] is
central to a steerable interface system. The model of
context or the “world model” should include a 3D model
of the environment, locations of users in the environment,
and the state of the system including calibration

parameters of the various projection, vision, and audio
subsystems. As seen in Figure 1, individual components
both feed in context information and feed off the context
information coming in from the other components. A key
challenge in steerable interface systems is to model and
update context, and to coordinate the various components
based on the current context. Finally, applications should
be able to access the world model, and be able to control
and access the services of the various components. Hence,
steerable interface systems should provide an application
programming interface (API) to the world model and the
various components, as well as tools to simplify
development of applications through the coordination of
such diverse and distributed components.

3. Related Work

Considering the breadth of the research effort
involved in realizing steerable interfaces, there has been
significant amount of related work in a number of
different disciplines. In the context of intelligent
environments and pervasive computing, the EasyLiving
effort [20] is close to ours in tracking people and
automatically activating devices in close proximity to the
user  and its emphasis on the need for a geometric model
[2]. However, our work significantly extends this
approach by introducing the notion of steerability,
developing mechanisms for steering the interface, and by

formulating the geometric reasoning needed to support
such steerability. Several efforts [4,7] have developed
models for context in pervasive computing environments
and addressed the need for deriving context from a variety
of sources. However, these efforts have not addressed
context and reasoning that includes a 3D model of the
environment, which is crucial to realizing steerable
interfaces. The work on ActiveSpaces [3] develops an
infrastructure that supports the notion of a “room as a
computer” and addresses how services can be provided on
appropriate devices based on user context. Again, this
work does not currently address the high resolution
modeling of the environment and user location, which is
needed to support steerable interfaces, nor true activation
of devices and surfaces in close proximity to the user.

Besides these efforts in pervasive computing, the
individual component technologies involved in steerable
interfaces are active areas of research. Several efforts [19,
22] have looked at augmenting reality and providing large
scale displays using projection systems.  Gesture
recognition, as a means for vision-based user interfaces,
has been a very active area of research [26] although only
a few efforts have involved interacting with projected
images, and none has addressed the dynamic
reconfiguration needed for steerable interfaces. People
tracking through cameras is another area which continues
to draw a lot of attention [14]. However, it is still
challenging to reliably and continuously track people in
the presence of dynamic projected imagery. Determining
the gaze of the user [6] and the orientation of the user’s
head [27] can be very useful for steerable interfaces.
Geometric reasoning has a rich history in robotics and
artificial intelligence [11]. 3D calibration of perspective
imaging devices has been addressed in [5]. Steerable
interfaces demand further advances in dynamic
calibration and coordinated calibration of multimodal
sensors and display devices.

On the audio side, steerable speech interfaces have
drawn a lot of attention including efforts on steerable
microphones [21, 9] and steerable loudspeakers [24] and
steerable sound beams [18]. Much needs to be done in
combining visual and acoustic steerability for both input
and output. Multimodal speech localization and speech
recognition efforts [15] need to be extended to function
for steerable interfaces, and to take advantage of the
geometric reasoning and modeling capabilities that are
integral to such interfaces. Speech and gesture also need
to be combined as in the initial work in [1]. Finally, the
notion of steerable interfaces is related to several efforts
on interactive techniques and interfaces in the computer
graphics and human-computer interaction  (HCI)
communities [23, 10].

4. Current implementation

4.1 The Everywhere Display projector

Figure 1. An overview of technologies needed to
realize steerable interfaces.



Figure 2 shows a
device called the
Everywhere Displays
projector (ED-projector)
[17] which integrates an
LCD projector and a

computer-controlled
mirror to steer a display
on to any surface in an
environment. As an
image is steered on to a
surface, it has to be pre-
corrected for oblique
projection distortion, in
order to appear free of
keystone distortion to a
viewer orthogonal to the
surface, as discussed in
[17].  Our current
implementation of the
ED-projector uses

standard graphics hardware to perform the distortion
correction in real time. Thus, dynamic imagery and video
can also be steered on to different surfaces using the ED-
projector. As seen in Figure 1, a steerable camera is also
combined with the steerable projector. The camera is used
to recognize a user’s hand gestures to allow user
interaction with the projected display as discussed below.

4.2 Steerable Gesture Recognition

We have developed a dynamically reconfigurable
vision-based user interface system to enable interaction
with the images projected by the ED-projector. The
application sends the vision system a functional
description of the user interface as a configuration of
widgets (describing what the interface is). Each
configuration is a collection of interactive widgets, in a
structure similar to how a traditional windows-based
application is defined as a set of dialog windows, each
containing elements such as scroll bars, buttons and
menus. In the case of the vision-based user interface, each
widget provides an elemental user interaction, such as
detecting a touch or tracking a fingertip. Widgets generate
events back to the controlling application where they are
mapped to control actions such as triggering an event or
establishing the value of a parameter. Based on this
functional description, the vision system assembles a set
of vision processing components that implement that
interface, sharing computational resources when possible.
Switching configurations is easily achieved by simply
sending a new set of functional descriptors. The
dynamically assembled vision processing components
perform functions such as motion detection, region
correlation, shape matching, and motion analysis. More
details on how such components are used to detect finger
based interactions and hand tracking can be found in [12].

In addition to supporting dynamic reconfiguration of
the function of the interface, the vision system also
provides for dynamic steering of the interface onto
different real-world planar surfaces. In our system, the
parameters of the surfaces where the interface is realized,
such as size, position in space, perspective distortion, and
even the user’s likely position, are defined and stored
independently of any particular interface. When the
application requires a given interface to be active on a
particular surface (that is, Where the interface should
appear in the environment) the system automatically
propagates the surface-specific parameters into the
assembly of vision processing components that
implements that interface.

This approach is powerful and lends great flexibility
in developing steerable interfaces.   1) An application can
easily be ported to a new environment where the surface
interface is different. 2) The same surface can be used
differently by different applications. 3) The same
interface can be reused on multiple surfaces.

4.3 User Localization and Tracking

We adopt a real-time camera-based head tracking
technique to determine the position of the user in the
environment. The head tracking technique is based on
motion, shape, and flesh-tone cues. We first perform a
differencing operation on consecutive frames of the
incoming video and threshold the result. A morphological
closing operation then removes noise and fills up small
gaps in the detected motion regions. A standard contour-
tracing algorithm then yields the bounding contours of the
segmented regions. We then smooth the contours and
compute the orientation and curvature along the contour.

We then analyze the shape of each contour to check
if it could be a head. We look for curvature changes
corresponding to a head-neck silhouette (concavities at
the neck points and convexity at the top of the head) with
the head pointing up and for the circularity of a head
shape. We then check for sufficient flesh-tone color
within the detected head region by matching the color of
each pixel within the head contour with a model of flesh
tone colors in normalized r-g space. This technique
detects multiple heads in real time. In the current system,
we track a single user in the environment. More details
can be found in [16]. We use multiple cameras with
overlapping views to triangulate and estimate the 3D
position of the user. Our system tracks user position to
accuracy within a few inches – well within a foot, and
operates at video frame rate. This high-resolution
localization of the user in 3D allows us to reason about
the appropriate surface for displaying the interface and
about user occlusion of the display, as discussed below.

4.4 3D Environment Modeling

We have developed a modeling toolkit for creating
and manipulating an environment model to support

Figure 2. The
Everywhere Display

projector.



steerable interfaces. This modeling toolkit is in many
ways a simplified version of standard 3D modeling
software. It supports basic geometric objects built out of
planar surfaces and cubes and allows importing more
complex models. However, the toolkit provides additional
objects such as projectors and projection display zones
and annotation capabilities that are specifically required
for steerable interfaces. Almost every object in the model
can be annotated. This makes it possible to attach
semantics to objects such as optical properties of a surface
and its preferred usage. The toolkit stores the model in
XML format, with objects as tags and annotations as
attributes. The XML format allows the model to be easily
defined and manipulated by applications as discussed in
the architecture in Section 4.6.  The modeling toolkit is
also designed to be accessible to a geometric reasoning
engine as discussed below.

4.5 Geometric Reasoning

We have developed a geometric reasoning engine
that operates on a model created by the modeling toolkit
described above. The main purpose of this reasoning
engine is to enable automatic selection of the appropriate
display and interaction zones based on criteria such as
proximity of the zone to the user and non-occlusion of the
zone by the user or by other objects.  Applications or
other modules can query the geometric reasoning engine
through a defined XML interface. We currently support
two types of queries. The first type of query is a property
look-up action in which the geometric reasoning engine
gives all the properties of a specified display zone given
the location of the user in the environment. The user
location is derived from the tracking module described
earlier. In the second type of query, the reasoning engine
receives a user position and a set of criteria, specified as
desired ranges of display zone properties, and returns all
display zones which satisfy the specified criteria.

The properties for a display zone include the
following: 1) Physical size of the display zone in some
specified units such as inches or centimeters. 2) Absolute
orientation defined as the angle between the surface
normal of the display zone and a horizontal plane. 3) User
proximity defined as the distance between the center of
the user’s head and the center of a display zone. 4)
Position of the user relative to the display zone, defined as
the two angles to the user’s head in a local spherical
coordinate system attached to the display zone. This
indicates, for example, whether the user is to the left or to
the right of a display zone. 5) Position of the display zone
relative to the user, defined as the two angles to the
display zone in a local spherical coordinate system
attached to the user’s head. 6) Occlusion percentage,
which is defined as the percentage of the total area of the
display zone that is occluded with respect to a specified
projector position and orientation. 7) An occlusion mask,
which is a bitmap that indicates the parts of a display zone
occluded by other objects in the model or by the user.

4.6 Current System Architecture

Figure 3 illustrates our current system architecture for
steerable interfaces. It is a three-tier architecture
composed of a Services Layer, an Integration Layer and
an Application Layer. Each of the modules in the Services
layer exposes a set of core capabilities through a simple
HTTP/XML Application Programming Interface (API).
Modules in the Services Layer have no “direct”
knowledge or dependence on other modules in that layer.
The modules share a common XML language called the
Everywhere Display Markup Language (EDML) along
with a specialized dialect for communication with each
module in this layer. Applications written in any language
can directly communicate with each module in this layer
using EDML.

Currently the Services layer is composed of six
modules. The Vision Interface (VI) is responsible for
recognizing gestures and converting this information to
the application using events. The Projection module (PJ)
handles the display of visual information on a specified
surface while the Steerable Camera module (SC) provides
the video input from the surface of interest to the VI. An
interaction with the steerable interface is accomplished by
orchestrating the VI, PJ and SC modules through a
sequence of synchronous and asynchronous EDML
commands. Other modules present in the Services Layer
are the 3D Environment Modeling module, the User

Localization module, and a Geometric Reasoning module,
as discussed in the previous sections.

The Integration Layer provides a set of classes that
enable a JAVA application to interact with the services in
an easier manner. It contains a set of JAVA wrapper
objects for all EDML objects and commands, along with
classes enabling synchronous and asynchronous

Figure 3. Overview of the current architecture
for steerable interfaces.



communication with modules in the Service Layer. This
layer mediates the interaction among Service Layer
modules and exposes new function created through the
orchestration of the capabilities available in the Services
Layer. For example, through a single instruction to the
Interaction Manager, a JAVA application can start an
interaction that sends dozens of commands to the Vision
Interface (VI), the Projection module (PJ) and the
Steerable Mirror (SM) defining, instantiating, activating,
and managing a complex interactive display interaction.
Similarly, the Tracker class can coordinate the User
Tracker, the Geometric Reasoner, and the 3D
Environment Modeler in a manner that returns the current
user position along with all occluded surfaces to the
application at a specified interval. The Event Manager in
this layer also receives Interaction events, issued by the
VI module, and transforms them into JAVA widget
events for the application.

 The Application layer consists of a set of classes and
tools for defining and running JAVA applications and a
repository of reusable Interactions. ED interactions are
defined using a specialized JAVA BEAN Composition
editor that simplifies the task of interaction definition.
Each interaction is a reusable class that is available to any
application. An example of a useful reusable interaction is
a commonly used yes/no confirmation dialog. The
Application class is a container for composing multiple
interactions, maintaining application state during
execution, and controlling the sequence of interactions
through the help of a Sequence Manager. We envision
other tools in this layer to expedite development of
steerable interface applications. One example is a
Calibrator tool that allows a developer to easily calibrate
the VI, PJ and SC modules for a particular application.

4.6.1 EDML. The core EDML definition includes
commands for establishing communication with a
module, starting and stopping their respective services,
and commanding or querying the module. Basic EDML
action commands fall into 3 logical pairs: Use/Release are
used for definition/allocation and de-allocation of objects
(e.g. Buttons, Images, etc.). Set/Get are for setting or
retrieving values of objects and Activate/Deactivate for
activation and deactivation of “Used” (allocated) objects.

VIML is the specialization of EDML for the VI
module and consists of three basic objects. VIsurface for
defining attributes of a surface, VIconfiguration for
defining widgets, their spatial relationships, and for
elaborating their behavior, and VIevents for
communicating events, such as a button press, back to the
application.

The XML example below directs the VI to use the
current surface called “wall” and to use the
VIconfiguration called “cfg1”. It defines the configuration
as having an internal coordinate frame 500 units in x and
y, and to contain a button named “done”, which is located
at x=200, y=200 in that frame and to be 50 units large.  A
track area is also defined which is 100 units in x and y

and located at 0,0 with respect to the configuration’s
coordinate frame.

<use id="uniqueID1001">
<VIsurface name="wall"/>
<VIconfiguration name="cfg" left="0" right="0"
    top="500" bot="500">
    <VIbutton name="done" x="200" y="200" size="50" >
    <VItrackArea name="T1" left="0" right="0" top="50"
       bot="50" >
</VIconfiguration >
</use>

After a surface is “Used” VIML commands can be
issued to “Set” or change values. A configuration is not
active until an “Activate” command is issued, upon which
the configuration begins to monitor its widgets and return
relevant events to the application.

5. Example Implementation: The
Everywhere Sales Associate

To illustrate steerable interfaces in a specific domain,
we have implemented a prototype retail environment with
an “Everywhere Sales Associate” (ESA) – a virtual
provider of information and help throughout the store.
The ESA can manifest itself in various forms, sometimes
casually providing context-sensitive information and at
other times appearing on demand at the customer’s behest
and providing specific interactive assistance. Here we will
describe three different manifestations of the ESA; all
made possible by our steerable interface system.

The table of shifting perspectives: This is an
ordinary table with products (books) on it. When a
customer approaches the table (Figure 4), the ESA
appears as a display projected on the table and provides

information about the books on the table. The display is
located on the part of the table that is close to the
customer, is oriented towards the customer, and provides
additional information about products close to the
customer (e.g., highlighting the books related to
“ghosts”). As the customer walks around the table, the
display moves around the table to be always close to, and
oriented towards the customer, and shows information
relevant to the products close to the customer. In our
current implementation, the displays on different parts of
the table also provide different perspectives on the same

Figure 4. The “table with shifting perspectives”.
A user walking around the table is presented
with different perspectives on the products.



products.  When the customer walks away from the table,
the display disappears from the table.

This application utilizes the high-resolution tracking
and geometric reasoning capabilities of the steerable
interface system. It adapts the location, orientation, and
the focus settings of the display based on user position.

The ubiquitous product finder: Unlike the casually
appearing display in the table described earlier, the
ubiquitous product finder is an example of the ESA
appearing on customer demand anywhere in the store.
The product finder allows a customer to look up products
in a store directory, and then guides her to where the
product is. This product finder is accessed in two forms.
The first form is a table that is at the entrance to the store,
much like the directory often found at the entrance to a
mall.  A customer can get help by merely touching the
table, upon which an index of products appears on the
table. The table has a physical slider (see figure 4.a) that
the customer can manipulate to easily navigate the
product index. On finding a product of choice, the
customer touches a projected button to get the directions
to that product. The directions appear as a sequence of
images starting at the table and moving across different
surfaces in the store to show the path to the selected
product.

The product finder is also available to the customer
as she walks in the store, in the form of paper signs
located all around the store. Touching the sign (figure
4.b), which is initially blank, causes it to become an
interactive display of the product guide. Product search is
accomplished in much the same way as on the table,
except that the customer slides her finger (figure 4.c)

instead of moving a physical slider. Note that 
physical sensors attached to the table, the s
paper signs. These are all activated by th
interface system.

In the current system, a single pan/
monitors three different sign surfaces by
information from the person tracking 
automatically aims the camera to the sign or t
to the user. Then, it activates the “call” conf
that sign’s surface. In this way the system is a

for the user to “call” the Product Finder. When the user
touches a sign or table, the “call button” widget sends an
event to the application, which then projects the
“selection” graphics on the sign, while activating the
corresponding configuration on the sign’s surface.

Customer-following sale signs: In a third
manifestation, the ESA combines casual appearance with
on-demand interaction. When the customer is in the
vicinity of a certain product, the ESA appears as a sale
sign to attract the attention of the customer towards that
product (Figure 6 (a)). As the customer approaches the
product, the sign changes to display more information,
and when the customer is close enough, it offers the
customer the option of interacting with the sign to obtain
more details. For example, the customer can touch a
button to get more information on the features of a
product. A special feature of the ESA is that it
automatically responds to situations where the customer
occludes the projected display of information. In this
example, when the customer occludes the interactive sign
(Figure 6 (b)), it automatically moves to a nearby non-
occluded surface and also moves the interaction button to
be convenient for user interaction (Figure 6 (c)).

This example illustrates the use of user tracking
information as well as geometric reasoning to determine
occlusion of display zones. The application adapts the
position of the display, the content of the display, and the
positioning of the interaction widgets on the display based
on user, environmental, and application context.
7. Concluding Remarks

In this paper we introduced the concept of steerable
interface systems that augment physical environments
with casual interfaces without the need for special devices
on people or on surfaces. Realizing such interfaces
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that we proposed for steerable interfaces. However, a
significant challenge is the “natural interaction”
characteristic. While we have taken significant steps
through hand gesture interaction and support for physical
props that ease interaction, we need to conduct user
studies to determine what kind of interactions users really
prefer in such systems. This is an important agenda for
our research.

While this paper primarily promoted the notion of
interfaces without special devices, the steerable interface
theme could also be complementary to the presence of
special-purpose devices. For example, a wearable device
such as a cell phone or a watch could provide user
identity and other user context while a steerable interface
can compliment this by a) providing access to information
in the specific context of the physical environment (such
as product information local to a product), and b)
providing convenient access to information on a device
(such as providing a large interactive screen for a watch
computer whenever and wherever it is needed). We
believe that the architecture presented here should be
integrated with existing  approaches [3,4] to provide more
comprehensive interfaces that extend the capabilities of
current systems.

We see our work as a first step towards realizing a
vision of more convenient user interfaces in physical
spaces. Further advances in steerable interfaces require
significant interdisciplinary efforts combining expertise in
graphics, acoustics, vision, speech, robotics, usability,
human-computer interaction, and distributed computing
architectures, to name a few! We hope to see much more
research activity and effort to realize robust and usable
steerable interface systems that become commonplace in
the real world and give a new dimension to pervasive
computing spaces.
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