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Fig. 1. Size distribution of the cascades for the four product types (log size of cas-
cade vs. log count). Superimposed line presents a power-fit. R2 is the coefficient of
determination.

The size of cascades follows a heavy-tailed distribution. For books the largest
cascade has 95 nodes and 231 edges. For DVDs the largest cascade is eight times
larger (n = 791, e = 5544). The cascades involving music or videos are much
smaller; the largest cascades are n = 13, e = 56 and n = 37, e = 169 respectively.

DVDs had the highest proportion of large cascades, and the plot for DVDs in
Figure 1(b) has an interesting transition in its behavior. For smaller cascade sizes,
in the size range consistent with most of the book, music, and video cascades,
the DVD distribution has a power-law fit with slope −4.5, comparable to the
other three product types. For larger cascades, which are observed in abundance
only for DVDs, the distribution flattens to a slope of −1.5.

The cascade size distributions suggest that the simplest branching process
models will not suffice to explain the underlying cascade process; a family of
richer models is proposed in [12], in which the success probability increases
when collisions occur among cascades, and cascade sizes follow a power law with
exponent −1. We have also found that the cascade size distribution follows a
heavy-tailed distribution in sales frequencies [12], with the number of purchases
decaying as a function of rank faster than the number of recommendations does.

5.2 Frequent cascade subgraphs

What kinds of cascades arise frequently in real life? Are they like trees, stars, long
chains, or something else? We now explore the building blocks of the cascades, by
performing the described procedure: for each product recommendation graph, we
first identify cascades by deleting late recommendations and no-purchase nodes.
Then, for each node we create a subgraph on nodes at distance up to h hops,
where h varies from 1 up to the value where all nodes are reached. We count the
graphs using the approximate graph isomorphism technique from Section 4.

General observations: For books we identified 122,657 cascades, of which
959 are topologically different. There are 213 cascades that occur at least ten
times. For DVDs we identified 289,055 cascades, 87,614 are topologically differ-
ent, and 3,015 cascades occur at least ten times. For music we identified 13,330
cascades, 158 were topologically different, and only 23 cascades occurred at least
ten times. Videos were the least rich, with 1,928 subgraphs containing 109 unique
patterns, and only 12 subgraphs occurring at least ten times.

Leskovec, J.; Singh, A.; and Kleinberg, J. 2006. 
Patterns of influence in a recommendation network.  
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Figure 4: (a). Frequency distribution of cascade
sizes. (b). Distribution of cascade depths.

we study size or depth, therefore, the implication is that
most events do not spread at all, and even moderately sized
cascades are extremely rare.

To identify consistently influential individuals, we aggre-
gated all URL posts by user and computed individual-level
influence as the logarithm of the average size of all cascades
for which that user was a seed. We then fit a regression
tree model [6], in which a greedy optimization process recur-
sively partitions the feature space, resulting in a piecewise-
constant function where the value in each partition is fit to
the mean of the corresponding training data. An important
advantage of regression trees over ordinary linear regression
(OLR) in this context is that unlike OLR, which tends to
fit the vast majority of small cascades at the expense of
larger ones, the piecewise constant nature of the regression
tree function allows cascades of different sizes to be fit in-
dependently. The result is that the regression tree model
is much better calibrated than the equivalent OLR model.
Moreover, we used folded cross-validation [25] to terminate
partitioning to prevent over-fitting. Our model included the
following features as predictors:

1. Seed user attributes

(a) # followers

(b) # friends

(c) # tweets,

(d) date of joining

2. Past influence of seed users

(a) average, minimum, and maximum total influence

(b) average, minimum, and maximum local influence,

where past local influence refers to the average number of
reposts by that user’s immediate followers in the first month
of the observation period, and past total influence refers to
average total cascade size over the same period. Followers,
friends, number of tweets, and influence (actual and past)
were all log-transformed to account for their skewed distri-
butions. We then compared predicted influence with actual
influence computed from the second month of observations.

Figure 5 shows the regression tree for one of the folds.
Conditions at the nodes indicate partitions of the features,

where the left (right) child is followed if the condition is sat-
isfied (violated). Leaf nodes give the predicted influence—as
measured by (log) mean cascade size— for the corresponding
partition. Thus, for example, the right-most leaf indicates
that users with upwards of 1870 followers who had on aver-
age 6.2 reposts by direct followers (past local influence) are
predicted to have the largest average total influence, gener-
ating cascades of approximately 8.7 additional posts.

Unsurprisingly, the model indicates that past performance
provides the most informative set of features, although it is
the local, not the total influence that is most informative;
this is likely due to the fact that most non-trivial cascades
are of depth 1, so that past direct adoption is a reliable pre-
dictor of total adoption. Also unsurprisingly, the number of
followers is an informative feature. Notably, however, these
are the only two features present in the regression tree, en-
abling us to visualize influence as a function of these features,
as shown in Figure 6. This result is somewhat surprising,
as one might reasonably have expected that individuals who
follow many others, or very few others, would be distinct
from the average user. Likewise, one might have expected
that activity level, quantified by the number of tweets, would
also be predictive.

Figure 7 shows the fit of the regression tree model for all
five cross-validation folds. The location of the circles indi-
cates the mean predicted and actual values at each leaf of
the trees, with leaves from different cross-validation folds ap-
pearing close to each other; the size of the circles indicates
the number of points in each leaf, while the bars show the
standard deviation of the actual values at each leaf. The
model is extremely well calibrated, in the sense that the
prediction of the average value at each cut of the regres-
sion tree is almost exactly the actual average (R2 = 0.98).
This appearance, however, is deceiving. In fact, the model
fit without averaging predicted and actual values at the leaf
nodes is relatively poor (R2 = 0.34), reflecting that although
large cascades tend to be driven by previously successful in-
dividuals with many followers, the extreme scarcity of such
cascades means that most individuals with these attributes
are not successful either. Thus, while large follower count
and past success are likely necessary features for future suc-
cess, they are far from sufficient.

These results place the usual intuition about influencers
in perspective: individuals who have been influential in the
past and who have many followers are indeed more likely to
be influential in the future; however, this intuition is cor-
rect only on average. We also emphasize that these results
are based on far more observational data than is typically
available to marketers—in particular, we have an objec-
tive measure of influence and extensive data on past per-
formance. Our finding that individual-level predictions of
influence nevertheless remain relatively unreliable therefore
strongly suggests that rather than attempting to identify ex-
ceptional individuals, marketers seeking to exploit word-of-
mouth influence should instead adopt portfolio-style strate-
gies, which target many potential influencers at once and
therefore rely only on average performance [33].

6. THE ROLE OF CONTENT

An obvious objection to the above analysis is that it fails
to account for the nature of the content that is being shared.
Clearly one might expect that some types of content (e.g.
YouTube videos) might exhibit a greater tendency to spread

Bakshy, E.; Hofman, J. M.; Mason, W. A.; and Watts, D. J. 2011. 
Everyone’s an influencer: Quantifying influence on Twitter. 
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Fig. 2. The distribution of diffusion cascade structures

unreciprocated and public. Whereas Zync, Friend Sense, and Yahoo! Voice clearly ex-
hibit positive externalities in the sense that the utility of the products in question
increases with the number of adopting neighbors, such network effects are less likely
in the remaining domains. And whereas the diffusion cascades on Twitter generally
terminated within a day or two, the Secretary Game and Friend Sense spread actively
for several weeks, while cascades on Yahoo! Voice extended over several years.

Given the heterogeneity in data collection, timescales (ranging from days to years),
and the nature of adoptions described above, the distribution of diffusion structures
across all seven cases is striking in its similarity. Fig. 2A shows the frequency of cas-
cades accounted for by the most commonly occurring tree structures across the seven
domains we study. The vast majority of instances—ranging from 73% to 95% across
domains—show no diffusion at all (i.e., the tree consists only of the seed), while the
next most frequent outcome is in all cases a single additional adopter. In fact, the
same seven simple tree structures account for upwards of 97% of cascades in each do-
main. Figs. 2B and 2C complement this result, showing that the distributions of tree
size and depth, respectively, are likewise extremely skewed. In all domains, less than
1% of cascades consist of more than seven nodes, and less than 4% extend further than
one degree from the seed node.

Although the similarity across domains is striking, our finding that most cascades
are small and shallow is not, on its own, surprising. A number of recent empirical stud-
ies of online diffusion [Adar and Adamic 2005; Leskovec et al. 2007; Bakshy et al. 2009;
Sun et al. 2009; Bakshy et al. 2011] have also observed that the size distribution of dif-
fusion events is right-skewed and heavy-tailed, which necessarily implies that most
events are small; indeed, Leskovec et. al [Leskovec et al. 2007] even identify many of
the same motifs. The usual intuition regarding heavy-tailed distributions, however, is
that large events, although rare, are sufficiently large to dominate certain key proper-

Goel, S.; Watts, D.; and Goldstein, D. 2012. 
The structure of online diffusion networks. 



Experience suggests otherwise 



Photo Reshare Cascades 



Data description 

▪  1 million photos uploaded and reshared in January 

▪  All reshares within two weeks of upload 

▪  Two additional photos for detailed investigation (more later) 



Cascade construction 

▪  Direct parent attribution: Where was “share” clicked? 

 

▪  Inferred parent attribution: What led to the reshare? 

Click on friend’s reshare Share the original 



How many cascades are large? 

▪  Only 5% of photos get reshared at all 

Only 0.5% of reshared 
photos get reshared 
>500 times 
 



How many reshares are in large cascades? 

Photos with >500 
reshares account for 
50% of all reshares 



Do cascades go deep? 

▪  Vast majority of cascades are 
very small and shallow 

▪  Even among cascades of size 
>100, most have most of their 
reshares at depth 1 

▪  But, of those cascades, 15% 
have more than half of their 
reshares at depth >1 



Two specific large cascades 



Obama Victory Photo (OVP) 

▪  > 7 million likes 

▪  > 500,000 comments 

▪  > 600,000 reshares 



Million Like Meme – Origin Story 

More at KnowYourMeme.com: 
http://knowyourmeme.com/memes/one-million-facebook-likes-pleas 



The inevitable evolution 

▪  Almost 2 million likes 

▪  > 150,000 comments 

▪  > 150,000 reshares 

▪  MLM (Million Like Meme) 



Temporal dynamics 

In first 24 hours -- 96% of MLM shares -- 90% of OVP shares 
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Depth and rechaining 
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Cascade visualization 



Rechaining with little effect 



Subcascade branching factor 
▪  Average reshares that followed directly from a single reshare 
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Branching factor by depth 
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Branching factor per audience member 

▪  Avg bf increases with size of audience 

▪  Each additional audience member contributes same or less to bf 
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Modeling reshares 

▪  Direct influence (bf) vs. Indirect influence (subcascade size) 

▪  Demographics, depth, and time had little explanatory power 

▪  It all comes down to audience size: 

Influence Cascade R2 

branching 
factor 

OVP 0.49 

MLM 0.30 

subcascade 
OVP 0.45 

MLM 0.10 



Take aways 

▪  Cascades are small and shallow 

▪  But, large cascades exist, and a majority of reshares belong to them 

▪  There is a significant number of cascades where most distribution 
is deeper than 1 

▪  Inferred parent attribution (rechaining) can have a significant 
impact on cascade structure 

▪  Audience size is important in explaining spread, but not the whole 
picture 



(c) 2009 Facebook, Inc. or its licensors.  "Facebook" is a registered trademark of Facebook, Inc.. All rights reserved. 1.0 


