
Privacy Preserving Deep Computation Model
on Cloud for Big Data Feature Learning

Qingchen Zhang, Laurence T. Yang, and Zhikui Chen

Abstract—To improve the efficiency of big data feature learning, the paper proposes a privacy preserving deep computation model by

offloading the expensive operations to the cloud. Privacy concerns become evident because there are a large number of private data by

various applications in the smart city, such as sensitive data of governments or proprietary information of enterprises. To protect the

private data, the proposed model uses the BGVencryption scheme to encrypt the private data and employs cloud servers to perform

the high-order back-propagation algorithm on the encrypted data efficiently for deep computation model training. Furthermore, the

proposed scheme approximates the Sigmoid function as a polynomial function to support the secure computation of the activation

function with the BGVencryption. In our scheme, only the encryption operations and the decryption operations are performed by the

client while all the computation tasks are performed on the cloud. Experimental results show that our scheme is improved by

approximately 2.5 times in the training efficiency compared to the conventional deep computation model without disclosing the private

data using the cloud computing including ten nodes. More importantly, our scheme is highly scalable by employing more cloud servers,

which is particularly suitable for big data.

Index Terms—Smart city, big data, deep computation model, cloud computing, BGVencryption, BGN encryption, high-order

back-propagation
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1 INTRODUCTION

DEVELOPING the smart city is the key to improve the effi-
ciency, reliability, and security of a traditional city [1].

Smart city consists of intelligent transportation, smart grid,
intelligent security and so on. With the development of these
fields, recent years have witnessed the remarkable growth of
smart cities [2]. With the massive deployment of various
mobile devices, such as sensors and RFID, data are being col-
lected at unprecedentedly rate in the smart city [3]. Therefore,
it is critical for smart city planning, monitoring and control-
ling to develop big data modeling and analytic technologies
[4], [5]. As a fundamental technique of big data analytic, fea-
ture learning can discover the underlying structure of big
data to provide intelligent decision for developing smart city
systems [6], [7], [8]. However, the characteristics of big data,
referring to large scale of data, different types of data, and the
speed of streaming data, pose feature learning many signifi-
cant challenges [9], [10]. To tackle these challenges, we pro-
posed a deep computation model for learning features on big
data effectively in the previous work. Owning to the huge
amount of data in the smart and high computational com-
plexity, the deep computation model finds it difficult to
perform in real-time with limited computing power and
memory storage. Although the performance of computers

has been improved, it still falls behind the growth of the big
data size. Thus, how to support the real-time deep computa-
tion model training for big data feature learning is one of the
most challenging issues in the smart city.

Motivation. Today, cloud computing has come to play a
vital role in big data modeling and analytic [11], [12]. It has
been successfully applied in industrial products and com-
mercial fields that take advantage of big data [13], [14].
For example, with cloud computing, Google offers a wide
variety of real-time services such as real-time searching,
real-time translation and voice recognition [15]. Cloud com-
puting provides us with strong computing power and mas-
sive storage space [16], [17], [18]. Therefore, it is an effective
method to improve the efficiency of training deep computa-
tion model for big data feature learning by offloading the
expensive operations to the cloud [19], [20]. However, pri-
vacy concerns bring forward in the cloud computing since
there exist a large number of private data collected from the
smart city, such as population and economic information.
These data may contain sensitive data of governments or
proprietary information of the enterprises [21], [22], [23].
Once they are disclosed, people’s lives and property will be
seriously threatened. Especially in the smart city, disclosure
of sensitive data is not only a privacy issue but of legal
concerns according to privacy protection laws such as
the Health Insurance Portability and Accountability Act
(HIPAA). Therefore, this paper focuses on the privacy pre-
serving deep computation model with the cloud computing.

Challenges. The privacy preserving deep computation
model poses a number of issues and challenges, especially
for big data feature learning by incorporating the computing
of the cloud. We discuss the key challenges in three aspects
as follows: (1) To protect the private data and intermediate
results, it requires secure computation of various operations
needed by the deep computation model, including
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additions, multiplications, and the nonlinear Sigmoid func-
tion. (2) To improve the efficiency of deep computation
model training and big data feature learning, it requires to
choose the efficient full homomorphic encryption scheme
according to the major operations of the algorithms in the
privacy preserving deep computation model. (3) To produce
the correct result on the ciphertexts using the full homomor-
phic encryption scheme, the Sigmoid function is required to
approximate as a new function involving only addition oper-
ations andmultiplication operations.

Contributions. In this paper, we propose a privacy pre-
serving deep computation model based on homomorphic
encryption. The proposed scheme improves the efficiency
by offloading the expensive computation tasks on the cloud.
Furthermore, the proposed scheme prevents the disclosure
of the private using homomorphic encryption which has
been successfully used for data mining and knowledge dis-
covery such as decision trees [25], [26], Bayesian networks
[27], [28], support vector machines [29], and k-means [30].

To support secure computation of various operations
such as additions and multiplications required by the high-
order back-propagation algorithm, the paper encrypts the
private data using the BGV encryption scheme [31] that is
the currently most efficient full homomorphic encryption
scheme and supports simultaneously supports arbitrary
number of addition operations and multiplication opera-
tions. However, BGV does not support the exponentiation
operation over ciphertexts, resulting in the failure to the
secure computation of Sigmoid function that is the activa-
tion function of the deep computation model. To address
this problem, the paper utilizes Taylor theorem to approxi-
mate the Sigmoid function as a polynomial function involv-
ing only addition operations and multiplication operations
so that it is suitable for the privacy preserving high-order
back-propagation algorithm. The main idea of the proposed
algorithm can be summarized as follows: the client first
encrypts the private data with the system public key and
then uploads the ciphertexts to the cloud; cloud servers
then perform the high-order back-propagation algorithm
over the ciphertexts and return the encrypted results to the
client; the client decrypts the results with which it updates
the parameters of deep computation model. During this
process, cloud servers learn no private data of the client and
intermediate results, so our proposed scheme is secure.

Our contributions can be summarized as follows:

� To improve the efficiency of deep computation model
training, we offload the expensive operations to the
cloud. Only the encryption operations and the decryp-
tion operations are performed by the client while all
the computation tasks are performed on the cloud.

� By encrypting the input data using the BGV encryp-
tion scheme before uploading them to the cloud, the
proposed algorithm protects the private data.

� Since the BGV encryption scheme does not support
the exponentiation operation required by Sigmoid
function, the paper utilizes Taylor theorem to approx-
imate the Sigmoid function as a polynomial function
involving only addition operations and multiplica-
tion operations so that it is suitable for the privacy
preserving high-order back-propagation algorithm.

Experimental results on two representative classification
datasets and two real smart city datasets show that our
scheme can efficiently train deep computation model for big
data feature learning by offloading the expensive operations
to the cloudwithout disclosing the private data.More impor-
tantly, our scheme is of high scalability by employing more
cloud servers, which is particularly suitable for big data.

The rest of the paper is organized as follows: Section 2
presents the preliminaries related to this paper. The privacy
preserving high-order back-order algorithm based on the
BGV encryption scheme is illustrated in Section 3. Section 4
evaluates our proposed scheme and Section 5 reviews
related works on the privacy preserving neural networks
learning. Finally, the whole paper is concluded in Section 6.

2 PRELIMINARIES

In this section, we present the technique preliminaries used
in our proposed scheme including the tensor auto-encoder
(TAE) proposed by our previous work and the BGV encryp-
tion scheme.

2.1 Tensor Auto-Encoder (TAE)

Basic auto-encoders and their variants work in the vector
space. Vectors cannot represent a large number of heteroge-
neous data that are prevalent in big data, making auto-
encoders difficult to learn features of big data. Aiming at this
problem, tensor auto-encoders uses the tensor-based model
for big data representation tomodel the highly non-linear dis-
tribution of various heterogeneous data [32], [33]. Given a
training sample, two tensors X 2 RI1�I2�����IN and H 2
RJ1�J2�����JN are denoted as the values of input layer nodes
and the values of hidden layer nodes respectively. TAEmaps
the input values to the hidden values via an encoder function:

H ¼ fuðW ð1Þ �X þ bð1ÞÞ: (1)

Then, TAE maps the hidden values to the reconstruction
Y via the decoder function:

Y ¼ hW;bðXÞ ¼ guðW ð2Þ �H þ bð2ÞÞ; (2)

where, u ¼ W ð1Þ; bð1Þ;W ð2Þ; bð2Þ
� �

is the parameter set, both
the encoder function and the decoder function adopt the
Sigmoid function [34]: sfðxÞ ¼ 1=ð1þ e�xÞ, � represents the
multi-dot product of two tensors, i,e., an N þ 1-order tensor

W 2 Ra�I1�I2�����IN with a sub-tensors and an N-order ten-

sor A 2 RI1�I2�����IN , defined as:

H ¼W �A; 8hj1j2...jn 2 H;hj1j2...jn ¼Wb �A

b ¼ jn þ
XN�1
i¼1
ðji � 1Þ

YN
t¼iþ1

Jt

 !
:

(3)

To encourage the representation obtained from a training
input x to capture as much as possible of the unknown dis-
tribution from heterogeneous data, the tensor distance [35]
is used in the reconstruction error, yielding the objective
function as follows:

JTAEðu;x; yÞ ¼ 1
2 ðhW;bðxÞ � yÞTGðhW;bðxÞ � yÞ; (4)
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where x, y is denoted as the vector form representation of
the tensorsX and Y .

For a training set fðXð1Þ; Y ð1ÞÞ; . . . ; ðXðmÞ; Y ðmÞÞg with m
training examples, the reconstruction error of TAE is
defined as:

JTAEðuÞ ¼ 1

m

Xm
i¼1

1

2
ðhW;bðxÞ � yÞTGðhW;bðxÞ � yÞ

� �" #

þ �

2

XJ1�����JN

p¼1

XI1
i1¼1
� � �

XIN
iN¼1
ðW ð1Þ

pi1���inÞ
2

 

þ
XI1�����IN

q¼1

XJ1
j1¼1
� � �

XJN
jN¼1
ðW ð2Þ

qj1���jnÞ
2

!
:

(5)

In this reconstruction error, the first term is an average
sum-of-squares error term and the second term is a regulari-
zation term, called a weight decay term, for decreasing the
magnitude of the weights.

We use z
ð2Þ
j1j2...jn

ð1 � ji � Ji; 1 � i � nÞ; zð3Þi1i2...in
ð1 � ij � Ij;

1 � j � nÞ to represent the input values of the hidden layer

and the output layer respectively, and a
ð2Þ
j1j2...jn

ð1 � ji �
Ji; 1 � i � nÞ; að3Þi1i2...in

ð1 � ij � Ij; 1 � j � nÞ to represent the

activation values of the hidden layer and the output layer,
respectively. To train the parameters of TAE, the high-order
back-propagation algorithm has been proposed in our pre-
vious work outlined in Algorithm 1.

As outlined in Algorithm 1, high-order back-propagation
is mainly composed of two stages: feed forward and error
back-propagation. In the feed forward stage, the values at
hidden layer and output layer are calculated using the
parameters, the Sigmoid function, and the values at the pre-
vious layer. In the back propagation stage, the algorithm
calculates the partial derivatives of the reconstruction error
to the parameters for updating all the weights.

Several tensor auto-encoders can be stacked to a deep
computation model for unsupervised feature learning on
big data as shown in Fig. 1.

2.2 Homomoraphic Encryption Schemes

Homomorphic encryption was first introduced by Rivest,
Adleman and Dertouzous shortly after the invention of
RSA [36], [37]. Homomorphic encryption enables operations
on plaintexts to be performed on their respective ciphertexts
without disclosing the plaintexts [31]. Generally speaking, a

homomorphic encryption scheme " consists of four algo-
rithms:KeyGen, Encrypt,Decrypt, and Evaluate [38], [39].

KeyGen takes a security parameter � as input and produ-
ces a secret key sk and a public key pk, i.e., KeyGen
ð�Þ ! ðpk; skÞ.

Encrypt takes the public key pk and a plaintext m as
input and produces the ciphertext c of m, i.e., c 
Encryptðm; pkÞ.

Decrypt takes the secret key sk and c as input and produ-
ces the plaintextm of c, i.e.,m Decryptðc; skÞ.

Evaluate takes the public key pk, a circuit C and a tuple
of ciphertexts ðc1; c2; ::cnÞ as input and produces the
encrypted result c, i.e., Decryptðsk; c1; c2; ::cnÞ ¼ fðm1;
m2; ::;mnÞ, where f is the functionality that we want to
perform.

Algorithm 1.High-order Back-propagation Algorithm.

Input: fðXðiÞ; Y ðiÞÞg, iteratermax, h, threshold
Output: u ¼ W ð1Þ; bð1Þ;W ð2Þ; bð2Þ

� �
1 for iteration ¼ 1; 2; . . . ; iteratermax do
2 for example ¼ 1; 2; . . . ; N do
3 for j1 ¼ 1; 2; . . . ; J1 do
4 � � �;
5 for jn ¼ 1; 2; . . . ; JN do
6 z

ð2Þ
j1j2...jn

¼W ð1Þ
a �X þ b

ð1Þ
j1j2...jn

;

7 a
ð2Þ
j1j2...jn

¼ fðzð2Þj1j2...jn
Þ;

8 for i1 ¼ 1; 2; . . . ; I1 do
9 � � �;
10 for in ¼ 1; 2; . . . ; IN do
11 z

ð3Þ
i1i2...in

¼W
ð2Þ
b � að2Þ þ b

ð2Þ
i1i2...in

;

12 hði1i2...inÞW;bðXÞ ¼ a
ð3Þ
i1i2...in

¼ fðzð3Þi1i2...in
Þ;

13 if JTAEðuÞ > threshold then
14 for in ¼ 1; 2; . . . ; I1 � I2 � � � � � IN do

15 s
ð3Þ
i ¼ ðað3Þi � ð1� a

ð3Þ
i ÞÞ �

PI1�I2�����IN
j¼1 gijðað3Þj � yjÞ;

16 for j1 ¼ 1; 2; . . . ; J1 do
17 � � �;
18 for jn ¼ 1; 2; . . . ; JN do

19 s
ð2Þ
j1j2...jn

¼ ðPI1
i1¼1 � � �

PIn
in
w
ð2Þ
�j1j2...jn

� sð3Þi1i2...in
Þf 0ðzð2Þj1j2...jn

Þ;
20 for i1 ¼ 1; 2; . . . ; I1 do
21 � � �;
22 for in ¼ 1; 2; . . . ; IN do

23 Db
ð2Þ
i1i2...in

¼ Db
ð2Þ
i1i2...in

þ s
ð3Þ
i1i2...in

;

24 for j1 ¼ 1; 2; . . . ; J1 do
25 � � �;
26 for jn ¼ 1; 2; . . . ; JN do
27 Dw

ð2Þ
i1i2...inj1j2...jn

¼ Dw
ð2Þ
i1i2...inj1j2...jn

það2Þj1j2...jn
� sð3Þi1i2...in

;

28 for j1 ¼ 1; 2; . . . ; J1 do
29 � � �;
30 for jn ¼ 1; 2; . . . ; JN do

31 b
ð1Þ
j1j2...jn

¼ Db
ð1Þ
j1j2...jn

þ s
ð2Þ
j1j2...jn

;

32 for i1 ¼ 1; 2; . . . ; I1 do
33 � � �;
34 for in ¼ 1; 2; . . . ; IN do
35 Dw

ð1Þ
j1j2...jni1i2...in

¼ Dw
ð1Þ
j1j2...jni1i2...in

þxi1i2...in � sð2Þj1j2...jn
;

36 W ¼W � h� ð 1N DwÞ;
37 b ¼ b� h� ð 1N DbÞ;

Fig. 1. Stacking tensor auto-encoders for pre-training.
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Earlier homomorphic encryption schemes, called semi
homomorphic encryption, only support single operation-
either addition or multiplication. For example, some repre-
sentative additively homomorphic encryption schemes are
Okamoto-Uchiyama [40], Pallier [41] and Damard-Jurik [42]
while RSA [37] and ElGamal [43] are representatives of
the multiplicatively homomorphic encryption schemes. The
first fully homomorphic encryption scheme using ideal
lattices that allows both addition and multiplication to be
implemented by Craig in 2009 [39]. Recently, many fully
homomorphic encryption schemes have been proposed
such as BGV [31], Bral2 [44] and GSW13 [45].

BGV is a LWE/RLWE-based leveled full homomorphic
encryption scheme introduced by Brakerski et al. [31]. The
BGV scheme begins a Setup procedure that chooses a m-bit
modulus q and the parameters: the dimension n ¼ nð�;mÞ,
the degree d ¼ dð�;mÞ, the distribution x ¼ xð�;mÞ, and
N ¼ ð2nþ 1Þlog qd e for given a security parameter.

To produce the correct result, Brakerski devised a key
Switching Procedure and a modulus Switching Procedure
in the BGV scheme. Specifically, the key Switching Proce-
dure aims to reduce the dimension of the ciphertext by
the following algorithms: SwitchKeyGenðs1 2 Rn1

q ; s2 2 Rn2
q Þ

and SwitchKeyðts1!s2; c1Þ. The former takes the two secret
key vectors, the respective dimensions of these vectors, and
the modulus q as input. The corresponding output is some
auxiliary information ts1!s2 that enables the switching.

The latter takes this auxiliary information and a ciphertext
encrypted under s1 as input, and outputs a new ciphertext
c2. The modulus Switching Procedure is used to reduce the
noises by designing an algorithm Scaleðc; q; p; rÞ. We refer to
[31] for details of the BGV scheme.

The BGV encryption scheme supports unlimited number
of addition operations and multiplication operations with-
out bootstrapping. Furthermore, BGV is more efficient than
other full homomorphic encryption schemes. It is success-
fully used in many applications such as cloud computing
and security computing. Therefore, the paper uses the BGV
encryption scheme in the proposed privacy preserving
deep computation model.

3 PRIVACY PRESERVING HIGH-ORDER

BACK-PROPAGAGTION ALGORITHM

In this section, we illustrate the proposed privacy preserv-
ing high-order back-propagation algorithm based on the
BGV encryption scheme. We aim at training deep computa-
tion model efficiently by incorporating the computing
power of the cloud without revealing private data. To
achieve this goal, the main idea of our proposed scheme is
to implement a privacy preserving equivalence for each
step of the original high-order back-propagation algorithm
outlined in Algorithm 1. We describe the operations of the
BGV encryption scheme required by the proposed algo-
rithm first, followed by the details.

3.1 Secure Operations of the BGV
Encryption Scheme

To implement the privacy preserving high-order back-prop-
agation algorithm, the secure operations of the BGV encryp-
tion scheme are needed, including encryption, decryption,

secure additions and secure multiplications. Assuming that
the secret key and the public key are sk ¼ ð1; s0½1�;
s0½2�; . . . ; s0½n�Þ 2 Rnþ1

q and pk ¼ A, respectively for the

parameters params ¼ ðm; q; d; n;N;xÞ of the BGV encryption
scheme, the secure operations are described as follows [31]:

1) Encryption: Given a message m 2 R2, encrypt it as:

c mþATr 2 Rnþ1
q .

2) Decryption: Given a cihpertext c and the respective
secret key sj, decrypt it to get the plaintext
m ðð< c; sj > mod qÞmod 2Þ.

3) SecureAddition: Given the ciphertexts c1 and c2 of
messages m1 and m2, the cloud calculates their sum
as: let c3  c1 þ c2 mod qj, the sum of c1 and c2 is
c4  Refreshðc3; tðsj0 ! sj�1Þ; qj; qj�1Þ.

4) SecureProduct: Given the ciphertexts c1 and c2 of
messagesm1 andm2, the cloud calculates their prod-
uct as: let c3  c1 	 c2 mod qj, the product of c1 and
c2 is c4  Refreshðc3; tðsj0 ! sj�1Þ; qj; qj�1Þ.

3.2 Approximation of Sigmoid Function

As described in Algorithm 1, the high-order back-propaga-
tion algorithm requires addition operations, subtraction
operations, multiplication operations, division operantions,
and exponentiation operations shown in the Table 1.

For the five types of operations used in the deep compu-
tation model training, i.e., addition þ, subtraction �, multi-
plication �, division 
, and exponentiation ex, the first
three operations are homomorphic, while the last two are
non-homomorphic. The BGV encryption scheme does not
support the division operation and exponentiation
operation required by the Sigmoid function used as the
activation function in the high-order back-propagation
algorithm. Specially, the BGV encryption does not sup-
port the two operations over ciphertexts, i.e., calculating
Cð1=xÞ and CðexÞ for given CðxÞ. To support secure com-
putation of the Sigmoid function, we remove the expo-
nentiation operation and the division operation by using
Taylor theorem to approximate the Sigmoid function to a
polynomial function as follows:

y ¼ 1

1þ e�x
¼ 1

2
þ x

4
� x3

48
þ oðx4Þ

� 1

2
þ x

4
� x3

48
� 0:5þ 0:25x� 0:02x3:

(6)

As shown in the approximation of Sigmoid function in
(6), the major challenge of secure computation of the equa-
tion becomes to calculate x3. Since it can be calculated by

TABLE 1
Operations Used in the High-Order

Back-Propagation Algorithm

Operation Homomorphic Example

þ yes
Pa

k¼1 xk � wh
jk

� yes a
ð3Þ
j � yj

� yes a
ð2Þ
j1j2:::jn

� s
ð3Þ
i1i2...in

ex no e�x

 no 1=ð1þ e�xÞ
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x3 ¼ x� x� x, the approximation of Sigmoid function in (7)
involves only addition operations and multiplication opera-
tions. Therefore, the activation function can be calculated
securely by Algorithm 2.

Algorithm 2. Secure Computation of Activation Function
on Cloud.

Input: CðxÞ; Cð0:5Þ; Cð0:25ÞandCð�0:02Þ
Output: CðyÞ
1 Using secure addition to calculate: C1 ¼ Cð0:25Þ � CðxÞ;
2 Using secure multiplication to calculate: C2 ¼ Cð�0:02Þ�

CðxÞ � CðxÞ � CðxÞ;
3 Using secure addition to calculate: CðyÞ ¼ Cð0:5Þ þ C1 þ C2;
4 return CðyÞ;

3.3 Scheme Overview

Given the initial parameters u ¼ W ð1Þ; bð1Þ;W ð2Þ; bð2Þ
� �

, the
task of the privacy preserving deep computation model on

cloud is to train the parameters u ¼ W ð1Þ; bð1Þ;W ð2Þ; bð2Þ
� �

efficiently by performing the privacy preserving high-order
back-propagation algorithm on the cloud without disclosing
the private data.

To train the parameters u ¼ W ð1Þ; bð1Þ;W ð2Þ; bð2Þ
� �

of the
deep computation model securely, the proposed scheme
encrypts the training samples, i.e., input data fx1; x2; . . . ;
xag, output data ft1; t2; . . . ; tcg and initialized parameters

u ¼ W ð1Þ; bð1Þ;W ð2Þ; bð2Þ
� �

in the client and uploads the cip-

hertexts to the cloud, allowing the cloud servers to perform
one iteration of the privacy preserving high-order back-
propagation algorithm. The client downloads the results
from the cloud and decrypts them for updating the parame-
ters once, and then encrypts the updated parameters and
uploads the encrypted parameters to the cloud for perform-
ing one more iteration of the privacy preserving high-order
back-propagation algorithm. The repetitions will not be ter-
minated until the error is within the threshold or the max
number of iterations is exceeded. The overall scheme is out-
lined in Algorithm 3.

Algorithm 3. Overall Scheme of Privacy Preserving
High-order Back-propagation Algorithm.

Input: fx1; x2; . . . ; xag, u ¼ fW ð1Þ; bð1Þ;W ð2Þ; bð2Þg, iterationmax, h
Output: u ¼ fW ð1Þ; bð1Þ;W ð2Þ; bð2Þg
1 Client:;
2 Using encryption to encrypt the training samples;
3 Upload the encrypted training samples to the cloud;
4 Randomly initialize the parameters;
5 for iteration ¼ 1; 2; . . . ; iteratermax do
6 Using encryption to encrypt the parameters;
7 Upload the encrypted the parameters to the cloud;
8 Cloud:;
9 Perform Algorithms 4 and 5 over the ciphtexts;
10 Update the ciphertexts of u ¼ fW ð1Þ; bð1Þ;W ð2Þ; bð2Þg;
11 Send the results to the client;
12 Client:;
13 Using decryption operation to decrypt the results for

updating the parameters;

In the proposed scheme, we encrypted the data and
parameters using the BGV method which is a LWE/RLWE-

based leveled full homomorphic encryption scheme. There-
fore, when the number of the iteration is more than one, the
depth of the circuit will increase rapidly with the increasing
number of the iteration. The increase of the circuit depth
will severely reduce the efficiency of the deep computation
model training, and even produce the incorrect result. So,
the parameters need be sent to the client for re-encryption
after one iteration is performed.

As shown in the Algorithm 3, only the encryption opera-
tions and the decryption operations are performed by the cli-
ent while all the computation tasks are performed on the
cloud. So the proposed scheme can improve the training effi-
ciency by incorporating the computing power of the cloud.
The proposed scheme could not only protect the private data
of users but also the parameters of the deep computation
model since the client simultaneously encrypts the training
data and the parameters. Furthermore, all the computation
operations are performed on the ciphertexts in the cloudwith-
out disclosing private data. Therefore, our scheme is secure.

3.4 Privacy Preserving High-Order
Back-Propagation Algorithm on Cloud

Cloud servers perform the privacy preserving high-order
back-propagation algorithm over the ciphertexts for updat-
ing the parameters after receiving the encrypted data and
parameters from the client. According to the Algorithm 1,
cloud servers are required to complete the following com-
putation tasks.

1) In the feed forward stage, the cloud is required to
calculate the values of z2, z3, a2, and a3 over the
respective ciphertexts. Since only addition opera-
tions and multiplication operations are required by

the secure computation of the the values of z2 and z3,
the cloud can complete this task using the secure
addition operation and the secure multiplication
operation of the BGV encryption scheme. After-
wards, the cloud can use Algorithm 2 to calculate the

values of a2 and a3 which are the results of the acti-

vation function of z2 and z3, respectively. The feed
forward stage is outlined in Algorithm 4.

2) The task in the back propagation stage is to securely
calculate the values of s2, s3, DWl, and Dbl which
requires only addition operations and multiplication
operations, so the cloud can complete this task by
using the secure addition operation and the secure
multiplication operation of the BGV encryption
scheme. The back propagation stage is outlined in
Algorithm 5.

4 PERFORMANCE EVALUATION

To evaluate the performance of our cloud-based privacy-pre-
serving deep computation model, we executed experiments
on the cloud platform established in the Laboratory of Com-
puterArchitecture andCloudComputing, including 10 nodes
with 3.2 GHz Core i7 CPU and 4 GB memory. In Section 4.1,
we numerically evaluate the performance of our proposed
scheme in terms of computation cost and communication
cost. In Section 4.2, we evaluated the performance of our
proposed scheme using two representative classification
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datasets, namely STL-10 and NUS-WIDE [46], [47]. In Sec-
tion 4.3, we applied our proposed scheme to two real datasets,
namely PeMS and DLeMP, to evaluate our proposed scheme
further [48], [49]. Finally, we evaluate the scalability of our
proposed scheme in terms of speedup on the cloud.

Algorithm 4. Feed Forward of Privacy Preserving High-
order Back-propagation Algorithm on Cloud.

Input: fðXðiÞ; Y ðiÞÞg, u ¼ W ð1Þ; bð1Þ;W ð2Þ; bð2Þ
� �

Output: {zð2Þ; zð3Þ; að2Þ; að3Þg
1 for iteration ¼ 1; 2; . . . ; iteratermax do
2 for example ¼ 1; 2; . . . ; N do
3 for j1 ¼ 1; 2; . . . ; J1 do
4 � � �;
5 for jn ¼ 1; 2; . . . ; JN do
6 == Using secure addition and multiplication to

calculate z
ð2Þ
j1j2...jn

;

7 z
ð2Þ
j1j2...jn

¼W ð1Þ
a �X þ b

ð1Þ
j1j2...jn

;

8 == Using Algorithm 2 to calculate a
ð2Þ
j1j2...jn

;

9 a
ð2Þ
j1j2...jn

¼ fðzð2Þj1j2...jn
Þ;

10 for i1 ¼ 1; 2; . . . ; I1 do
11 � � �;
12 for in ¼ 1; 2; . . . ; IN do
13 == Using secure addition and multiplication to

calculate z
ð3Þ
i1i2...in

;

14 z
ð3Þ
i1i2...in

¼W
ð2Þ
b � að2Þ þ b

ð2Þ
i1i2...in

;

15 == Using Algorithm 2 to calculate hði1i2...inÞW;bðXÞ;
16 hði1i2...inÞW;bðXÞ ¼ a

ð3Þ
i1i2...in

¼ fðzð3Þi1i2...in
Þ;

4.1 Numerical Analysis

In this section, we evaluate the performance the proposed
scheme in terms of computation cost and communication
cost. To express clearly, the time cost of one addition opera-
tion, one multiplication operation and one modulus opera-
tion on Ring R are denoted by ADD, MUL and MOD,
respectively, in the following part.

Computation cost. In the proposed scheme, the client
needs to encrypt all its private data only once before
uploading the encrypted data to the cloud. After the learn-
ing process starts, the client needs to encrypt all the parame-
ters and decrypt all the intermediate results once in each
iteration while the cloud needs to perform the Algorithm 4
and the Algorithm 5 once in each iteration.

For the training sample represented by a tensor of the
form RI1�I2�����IN , the client needs to encrypt the sample

with
QN

i¼1 Ii � ðnþ 1Þ �N (ADD + MUL) using the encryp-
tion operation of the BGV encryption scheme with the
parameter ðm; q; d; n;N;xÞ. Note that encrypting the training
samples is the one-time cost performed before learning.
For the tensor auto-encoder, the basic module of the deep

computation model, with the configuration
QN

i¼1 Ii �
QN

j¼1
Jj �

QN
i¼1 Ii and the parameter set u ¼ fW ð1Þ; bð1Þ;W ð2Þ; bð2Þg ,

the client needs to encrypt the parameters with
QN

i¼1 Ji
ð2QN

j¼1 Ij þ 1Þ þQN
i¼1 IiÞ � ðnþ 1Þ �N (ADD + MUL) and

decrypt the intermediate results with ðQN
i¼1 Jið2

QN
j¼1 Ij þ

1Þ þQN
i¼1 IiÞ � ðnþ 1Þ MUL, ðQN

i¼1 Jið2
QN

j¼1 Ij þ 1Þ þQN
i¼1

IiÞ � n ADD and 2ðQN
i¼1 Jið2

QN
j¼1 Ij þ 1Þ þQN

i¼1 IiÞMOD in

each iteration.

Algorithm 5. Back Propagation of Privacy Preserving
High-order Back-propagation Algorithm on Cloud.

Input: fðXðiÞ; Y ðiÞÞg; u ¼ W ð1Þ; bð1Þ;W ð2Þ; bð2Þ
� �

; fzð2Þ; zð3Þ; að2Þ; að3Þg; h
Output: u ¼ W ð1Þ; bð1Þ;W ð2Þ; bð2Þ

� �
1 for iteration ¼ 1; 2; . . . ; iteratermax do
2 for example ¼ 1; 2; . . . ; N do
3 for in ¼ 1; 2; . . . ; I1 � I2 � � � � � IN do
4 == Using secure addition and multiplication to

calculate s
ð3Þ
i ;

5 s
ð3Þ
i ¼ ðað3Þi � ð1� a

ð3Þ
i ÞÞ �

PI1�I2�����IN
j¼1 gijðað3Þj � yjÞ;

6 for j1 ¼ 1; 2; . . . ; J1 do
7 � � �;
8 for jn ¼ 1; 2; . . . ; JN do
9 == Using secure addition and multiplication to

calculate s
ð2Þ
j1j2...jn

;

10 s
ð2Þ
j1j2...jn

¼ f 0ðzð2Þj1j2...jn
Þ � ðPI1

i1¼1 � � �
PIn

in

w
ð2Þ
�j1j2...jn

� sð3Þi1i2...in
Þ;

11 for i1 ¼ 1; 2; . . . ; I1 do
12 � � �;
13 for in ¼ 1; 2; . . . ; IN do
14 == Using secure addition to calculate Db

ð2Þ
i1i2...in

;

15 Db
ð2Þ
i1i2...in

¼ Db
ð2Þ
i1i2...in

þ s
ð3Þ
i1i2...in

;

16 for j1 ¼ 1; 2; . . . ; J1 do
17 � � �;
18 for jn ¼ 1; 2; . . . ; JN do
19 == Using secure addition and multiplication to

calculate Dw
ð2Þ
i1i2...inj1j2...jn

;

20 Dw
ð2Þ
i1i2...inj1j2...jn

¼ Dw
ð2Þ
i1i2...inj1j2...jn

þ
a
ð2Þ
j1j2...jn

� sð3Þi1i2...in
;

21 for j1 ¼ 1; 2; . . . ; J1 do
22 � � �;
23 for jn ¼ 1; 2; . . . ; JN do
24 == Using secure addition to calculate b

ð1Þ
j1j2...jn

;

25 b
ð1Þ
j1j2...jn

¼ Db
ð1Þ
j1j2...jn

þ s
ð2Þ
j1j2...jn

;

26 for i1 ¼ 1; 2; . . . ; I1 do
27 � � �;
28 for in ¼ 1; 2; . . . ; IN do
29 == Using secure addition and multiplication

to calculate Dw
ð1Þ
j1j2...jni1i2...in

;

30 Dw
ð1Þ
j1j2...jni1i2...in

¼ Dw
ð1Þ
j1j2...jni1i2...in

þ
xi1i2...in � sð2Þj1j2...jn

;

In the feed forward stage, by using Algorithms 2 and
4, the cloud performs ðnþ 1ÞððQN

i¼1 Ii þ
QN

j¼1 JjÞðnþ 1 þ
2NÞ þ 12N þ 8nþ 4Þ MUL, 2ðnþ 2ÞðQN

i¼1 Ii þ
QN

j¼1 Jj þ
6ÞN ADD and ðnþ 1ÞððQN

i¼1 Ii þ
QN

j¼1 JjÞðnþ 2Þ þ 8nþ 12Þ
MOD to calculate the values of every hidden layer node
and output layer node. In the back-propagation stage, to get
the residual error values of every hidden layer node and
output layer node, the cloud needs to perform ðnþ 1Þ
ððQN

i¼1 Ii þ
QN

j¼1 JjÞð3N þ nþ 1Þ þ 4N þ 4nþ 2Þ MUL, ðn þ
2Þð3ðQN

i¼1 Ii þ
QN

j¼1 JjÞ þ 4ÞN ADD and ðnþ 1ÞððQN
i¼1 Ii þQN

j¼1 JjÞðnþ 3Þ þ 4nþ 2Þ MOD. Then, by using the
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Algorithm 5, the cloud performs 2
QN

i¼1 Ii
QN

j¼1 Jjðnþ 1Þ
ðnþ 1þ 3NÞ MUL, 2NðQN

i¼1 Ii
QN

j¼1 Jj þ 2Þ ADD and

2ðQN
i¼1 Ii

QN
j¼1 Jj þ 1Þðnþ 1Þðnþ 3ÞMOD for the increments

of the parameters. Although the computation cost on the
cloud will increase with the increase of the training samples
and the number of the sample attributes, cloud can handle
it in parallel efficiently.

Communication cost. Before the learning process starts, the
client needs to sendm�QN

i¼1 Ii messages withm�QN
i¼1 Ii�

ðnþ 1Þ � m bits, where m is the number of the training sam-

ples to the cloud. Then, the client needs to exchange
QN

i¼1
Jið2

QN
j¼1 Ij þ 1Þ þQN

i¼1 Ii messages with
QN

i¼1 Jið2
QN

j¼1 Ijþ
1Þ þQN

i¼1 Ii � ðnþ 1Þ � m bits with the cloud during the one
round privacy preserving high-order back-propagation
learning process.

From the above analysis, by offloading all the computa-
tion tasks to the cloud, the client only needs to perform
the encryption/decryption operations and the cloud can
perform most of the computation tasks in parallel for
improving the efficiency. Furthermore, compared to the
computation tasks, the computational cost is so small that
it can be almost negligible.

4.2 Performance Analysis on Classification
Datasets

In this section, we provide the experimental results of the
privacy preserving high-order back-propagation algorithm
on cloud and evaluate the performance of the proposed
algorithm in terms of data encryption time, computational
cost and the accuracy. The datasets are described first, fol-
lowed by the experimental results.

In the STL-10 dataset, there are 500 training images
grouped into 10 categories. We collected 10,000 images
grouped into 20 categories from the NUS-WIDE dataset as
the training set. The learning parameters in our experiments
are set: iterationmax ¼ 100 and h ¼ 0:03.

Data encryption time. Before uploading the private data to
cloud for the privacy preserving high-order back-propaga-
tion algorithm, the client needs to encrypt the input data
and the parameters of the deep computation model with the
encryption operation of the BGV encryption scheme. Fig. 2
shows the data encryption time of the two training sets and
their respective weights, varying from 2.32 to 38.3 s. The
data encryption time is greatly affected by the number of
samples and features. Generally speaking, the encryption
time will increase with the growth of the data size. For the
training samples, the encryption time is a one-time cost and

can be precomputed offline while the parameters are
encrypted once in each iteration during the learning process.

Computation cost. To evaluate the efficient performance,
we perform the privacy preserving high-order back-prop-
agation algorithm on the cloud while performing the con-
ventional high-order back-propagation algorithm on the
client. Fig. 3 shows the execution time of two schemes for
one iteration.

As shown in Fig. 3, our scheme costs only about 28 per-
cent learning time compared to the conventional high-order
back-propagation algorithm for one iteration. In other
words, the efficiency of the proposed scheme is 2.5 times
higher than that of the conventional high-order back-propa-
gation algorithm for one iteration.

Fig. 4 shows the overall time required by performing the
two algorithms on the two training sets. The execution time
of the proposed scheme is about 34 percent of the conven-
tional high-order back-propagation algorithm. For the over-
all execution time, the efficiency of the proposed scheme is
two times higher than that of the conventional high-order
back-propagation algorithm rather than 2.5 times. This is
because the proposed scheme cost the addition overhead
for the data encryption/decryption operations and data
communication between the client and the cloud. In particu-
lar, the client needs to encrypt the parameters and decrypt
the intermediate results once in each iteration and to com-
municate with the cloud for uploading the encrypted
parameters and downloading the intermediate results.

Accuracy analysis. To analyze the accuracy loss in our pri-
vacy preserving high-order back-propagation algorithm,
we classify the two datasets using the parameters trained
by the proposed scheme and compare it with the non-pri-
vacy preserving high-order back-propagation algorithm.
The classification accuracy is defined as CN=N , where CN
represents the number of the objects that are classified
correctly and N denotes the total number of the objects.

Fig. 2. Encryption time of datasets and weights. Fig. 3. Execution time of one iteration.

Fig. 4. Execution time of two algorithms.
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Table 2 shows the average classification accuracy of the
privacy preserving deep computation model (PP-DCM) and
the conventional deep computation model (C-DCM).

As shown in the Table 2, our scheme achieves a lower
accuracy performance than the non-privacy-preserving deep
computation model due to the approximation of the activa-
tion function. Specially, our scheme produces about 2 percent
more error than the conventional deep computation model
when the number of Taylor series termswas set as 3.

Next, we reduce the accuracy loss by extending the num-
ber of Taylor series terms for 3 to 13. Fig. 5 shows the classi-
fication accuracy with regard to the different number of
Taylor series terms.

According to Fig. 5, as the number of Taylor series terms
grows, the classification accuracy increases. In other words,
adding more Taylor series terms can reduce the accuracy
lost effectively. Specifically, the accuracy lost can be
reduced by about one percent by extending the number of
Taylor series terms from 3 to 9. However, when the number
of Taylor series terms is more than 9, the accuracy is
improved very slightly with the increasing number of
Taylor series terms. We use only three Taylor series terms
rather than nine or more series terms in this paper because
adding more series terms will increase the levels of the BGV
encryption scheme and lower the performance of the pri-
vacy preserving high-order back-propagation algorithm.

4.3 Performance Analysis on Prediction Datasets

Intelligent transportation and wisdom economy are two
important parts of the smart city. In this section, we use two
real datasets, namely Performance Measurement System
(PeMS) and Dalian Economy Management Platform
(DLeMP), to evaluate the performance of the proposed
scheme in practical applications.

PeMS is the most widely used dataset in traffic flow pre-
diction [55]. The data are continuously collected from more
than 8,100 freeway locations over 39,000 individual

detectors deployed statewide throughout the State of
California [56]. To evaluate the performance of our scheme,
we aggregated the collected data by different detectors to
get the average traffic flow of the freeway with many detec-
tors. In this paper, we chose the collected traffic flow data of
the first 10 months in 2014 as the training set and the later
two months as the testing set. DLeMP is the commonly
used economy prediction dataset, collected from more than
300 towns and streets of Dalian in the past 30 years. The
dataset consists of 500,000 items, each with 52 attributes. To
evaluate the proposed scheme, we selected 26 representa-
tive attributes to predict the gross economic product (GDP)
of Dalian. In this experiment, the data of the first 20 years
was used as the training set and the later 10 years as the test-
ing set. The learning parameters in our experiments are
set: iteratermax ¼ 50; timeintervals ¼ 18; layersize ¼ 3 and
h ¼ 0:01, which were proved to produce the best results.

In this section, we present the experimental results of our
proposed scheme on the PeMS dataset and the DLeMP data-
set in terms of computation cost and prediction accuracy. At
the same time, we compare the proposed scheme with the
conventional deep computation model.

Computational cost. To evaluate the efficient performance
of our scheme, we perform privacy preserving high-order
back-propagation algorithm on the cloud while performing
the non-privacy preserving high-order back-propagation
algorithm on the client. In this experiment, we use 1/5, 2/5,
3/5, 4/5 and all the samples in the two datasets, respec-
tively for learning. Figs. 6 and 7 show the training time of
the two schemes.

As demonstrated in Figs. 6 and 7, the training time of
two schemes is greatly affected by the data size. To be

TABLE 2
Classification Accuracy

Dataset C-DCM(%) PP-DCM(%)

STL-10 87:2 85:5
NUS-WIDE 81:7 79:8

Fig. 5. Classification accuracy with regard to the different number of Tay-
lor series terms.

Fig. 6. Training time on the PeMS dataset.

Fig. 7. Training time on the DLeMP dataset.
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more exact, the training time will increase with the
growth of data size. The training time of our proposed
scheme includes the data encryption/decryption time, the
secure computation time of high-order back-propagation
on the cloud and the communication time between the cli-
ent and the cloud. When the data size is small, our pro-
posed scheme shares almost the same training with the
non-privacy-preserving deep computation model. This is
because the major time is taken to perform the data
encryption/decryption operations and to communicate
between the client and the cloud for the small dataset.
However, when the proportion of the PeMS data size and
the DLeMP data size is larger than 3/5 and 2/5, respec-
tively, the efficiency of our scheme is improved by almost
two times than the non-privacy-preserving scheme. This
is because the major operation for the large dataset, i.e.,
the high-order back-propagation, is offloaded to the cloud
which can conduct parallel computation for improving
the efficiency. In fact, the efficiency of our proposed algo-
rithm can be improved by employing more cloud servers
as the data set size increases. So our proposed algorithm
is especially suitable for big data feature learning used
trained deep computation model.

Then, we compare the proposed scheme to the non-pri-
vacy-preserving scheme in terms of prediction accuracy.
For the PeMS dataset, three tasks are used here to evaluate
the proposed scheme: (1) predicting the traffic flow in peak
periods; (2) predicting the traffic flow in nonpeak periods;
(3) predicting the traffic flow of peak periods in several time
intervals in advance. The results are demonstrated in Table 3
and Fig. 8.

Fig. 9 presents the prediction results of the Dalian gross
economic product for 10 years by the two schemes.

As shown in the Table 3, Figs. 8 and 9, our scheme
achieves a lower accuracy performance than the non-pri-
vacy-preserving deep computation model on the two data-
sets since the approximation of the activation function
introduces the accuracy loss. In particular, our scheme
introduces about 1 to 2 percent more error rate compared
with the conventional deep computation model. This result

is similar to the previous results on the STL-10 dataset and
the NUS-WIDE dataset.

Although the accuracy performance of our scheme is a
litter lower than that of the non-privacy-preserving deep
computation model, it is acceptable in practical use of big
data feature learning in the smart city.

Scalability analysis. Finally, we evaluate the scalability of
the proposed scheme in terms of the speedup. Speedup is
an important criteria to measure the scalability of an algo-
rithm based on cloud computing. Perform the privacy-
preserving back-propagation algorithm for learning the
parameters of deep computation model on three datasets in
the different cloud computing platforms, in which there are
1 node, 5 nodes, 10 nodes, 15 nodes, 20 nodes, respectively.
The result is shown as in Fig. 10.

From Fig. 10, the training time of the proposed scheme
for training the four three datasets reduces gradually with
the increasing number of computing nodes in the cloud
computing platform, which demonstrates that adding
nodes can significantly improve the system capacity. In par-
ticular, for the STL-10 dataset, the PeMS dataset and the
DLeMP dataset that are smaller than the NUS-WIDE data-
set, the efficiency of our proposed scheme is improved
slightly by employing more cloud servers when the number
of the cloud nodes is larger than 10. So, 10 cloud nodes
are enough for the three training datasets. However, for the
NUS-WIDE dataset, the efficiency of our proposed scheme
is improved significantly when the number of the cloud
nodes is larger than 10. There, our proposed scheme is
particularly suitable for big data feature learning since the

TABLE 3
Prediction Accuracy of Two Schemes

Periods C-DCM(%) PP-DCM(%)

Peak periods 89:3 88:4
Nonpeak period 83:4 81:9

Fig. 8. Prediction accuracy on different time intervals.

Fig. 9. Prediction accuracy on different years.

Fig. 10. Training time on different clouds.
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performance of our proposed scheme can be further
improved by employing more cloud servers for big data.

5 RELATED WORKS

In recent years, some privacy preserving methods for data
mining and knowledge discovery have been proposed,
which can be grouped into two categories: data perturbation
method and cryptographic method. The former was pro-
posed by Agrawal and Srikant which preserves the private
data by adding noise to the source data [50], while the latter
was proposed by Lindell and Pinkas using cryptograhpic
methods to prevent the disclosure of the private data [51].

Our proposed scheme belongs to the second group of
methods, focusing on privacy preserving deep computation
model training and secure big data feature learning by
incorporating the strong computing power of the cloud
without disclosing the private data. Several works on the
problem of privacy preserving neural network learning
have been presented recently. For example, Schlitter pro-
posed a privacy preserving back-propagation algorithm for
neural network learning that supports horizontal parti-
tioned data [52]. This algorithm only prevent the disclosure
of the source data and cannot protect the intermediate
results during the learning process. Another scheme
proposed by Chen and Zhong protects simultaneously
the source data and the intermediate results [53]. Moreover,
the solution supports vertically partitioned data while the
scheme proposed by Schlitter supports horizontal parti-
tioned data. Bansal et al. proposed a privacy preserving
back-propagation neural network learning algorithm for
arbitrarily partitioned data [54]. The above schemes just
support the two-party scenario. They cannot be applied to
the multiparty setting because directly extending them to
the multiparty setting will increase a large of communica-
tion overhead. To overcome this limitation, Yuan and Yu
introduced a privacy preserving back-propagation neural
network learning algorithm for multiparty scenario which
keeps the computation and communication costs on each
party minimal and independent to the number of partici-
pants by using the power of cloud computing [21]. Another
advantage of this scheme is that it supports arbitrarily parti-
tioned data like the scheme proposed by Bansal et al. Other
methods focusing on privacy preserving back-propagation
algorithm can be found in [55] and [56].

There are at least two notable differences between our
work and the above schemes. The current schemes have
proposed for the privacy preservation of the conventional
back-propagation neural network learning while our
method focuses on the secure high-order back-propagation
algorithm for deep computation model learning proposed
in our previous work. Furthermore, the above schemes are
designed for secure multiparty collaboration which con-
ducts joint back-propagation neural network learning on
the union of their respective datasets. Different from them,
the goal of our scheme is to improve the efficiency of deep
computation model learning by incorporating the comput-
ing power of the cloud without disclosing the private data.
Our scheme is especially suitable for big data learning since
the performance can be improved further by employing
more cloud servers when the data size grows.

6 CONCLUSION

Big data offers the great opportunities and transformative
potential for various areas such as e-commerce, healthcare
industry manufacturing, social network and educational
services. Therefore, deep computation, a novel area, has
attracted great interests of researchers in recent years. It
refers to a systematical model for big data representation,
storage, analytic and mining based on tensor theory. In this
paper, we proposed a privacy preserving deep learning
model for big data feature learning by incorporating the
computing power of the cloud. The proposed scheme uses
the BGV encryption scheme to support the secure computa-
tion operations of the high-order back-propagation algo-
rithm efficiently for deep computation model training on
the cloud. In our scheme, only the encryption operations
and the decryption operations are performed by the client
while all the computation tasks are performed on the cloud.

Experimental results clearly demonstrated that: (1) our
scheme can efficiently deal with deep computation model
for big data feature learning by incorporating the high com-
puting power of the cloud without disclosing private data;
(2) although our scheme takes additional overhead to per-
form the data encryption/decryption and communication
between the client and the cloud, it is still more efficient
than the conventional deep computation model. More
importantly, the performance of our scheme can be further
improved by employing more cloud servers, which is par-
ticularly suitable for big data, thanks to the high scalability
of the cloud; (3) although the accuracy performance of our
scheme is a litter lower than that of the non-privacy-
preserving deep computation model, it is acceptable in
practical use of big data feature learning in smart city.
Future work focuses on the design of the incremental deep
computation model to improve the efficiency of big data
computing in the smart city.
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