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Remember Logistic Regression?
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The logit loss
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Cross Entropy
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Gradient Descent
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Gradient Descent
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Stochastic Gradient Descent
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Stochastic Gradient Descent
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Stochastic Gradient Descent
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Layers
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Multi-layer Perceptron/Neural Nets
(MLPs)

What if we don’t have the non-linear functions?
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Activation Functions
Also called “link functions”

tanh(a) =
ea � e�a

ea + e�a

sign(a)

�(a) =
1

1 + e�a

ReLU(a) = max(a, 0)

SoftPlus(a) = log(1 + ea)

ELU(a) =

⇢
a, for a � 0
↵(ea � 1), for a < 0

�



CIS 410/510: Natural Language Processing

Computational Graph
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Classification

What is the loss function in this multi-class setting?
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Regression
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Self-driving cars
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ALVINN: Autonomous Land Vehicle In a Neural Network (1989)

Self-driving cars
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Automatic Differentiation
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Chain Rule
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Chain Rule
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Reserve Automatic Differentiation

• Since a neural network is a composition of differential 
functions, the total derivatives of the loss can be evaluated 
backward, by applying the chain rule recursively over its 
computational graph.

• The implementation of this procedure is called reserve 
automatic differentiation.
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Example
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Example
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Example
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Example
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Back-propagation

• This algorithm is also known as back-propagation

• An equivalent procedure can be defined to evaluate 
the derivatives in forward mode, from inputs to 
outputs.

• Since differentiation is a linear operator, automatic 
differentiation can be implemented efficiently in 
terms of tensor operations.
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Convolutions
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Convolutions
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Convolutions
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Convolutions
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Convolutions
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Convolutions

let’t add one more filter, the green one
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Convolutions

with 6 separate filters, we’ll get 6 separate 
activation maps
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Convolutional Neural Networks (CNN)
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CNN for Sentence Classification

Convolutional Neural Networks for Sentence Classification, Kim et al., 2014 (EMNLP)

Temporal convolution/1D convolution



CIS 410/510: Natural Language Processing

CNN for Sentence Classification

Convolutional Neural Networks for Sentence Classification, Kim et al., 2014 (EMNLP)
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CNN for Relation Extraction

Relation Extraction: Perspective from Convolutional Neural Networks, Nguyen and Grishman, 2015


