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Support Vector Machines (SVMs)

Based on slides by Daniel Lowd, Doina Precup and others
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Binary Classification Revisited
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The margin, and linear SVMs
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Distance to the decision boundary
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Distance to the decision boundary
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The margin
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Treating 𝛾! as the constraints
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Adding a constraint
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Final formulation

https://en.wikipedia.org/wiki/Quadratic_programming
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Quadratic programming

[1]: https://en.wikipedia.org/wiki/Quadratic_programming
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Example
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Lagrange multipliers for inequality constraints
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A different formalization
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Dual optimization problem
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Dual optimization problem
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Back to maximum margin perceptron
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Solving the dual
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Solving the dual
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The support vectors
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Example
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Non-linearly separable data



CS 472/572: Machine Learning

Non-linear SVMs:  Feature Space

Φ:  x → φ(x)
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Non-linear SVMs:  Feature Space
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Margin optimization in feature space
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Feature space solution
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Kernel functions
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The “kernel trick”
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Nonlinear SVMs: The Kernel Trick

2-dimensional vectors x=[x1   x2];  

let K(u,v)=(1 + uTv)2
,

Need to show that K(u,v) = φ(u) Tφ(v):

K(u,v)=(1 + uTv)2
,

= 1+ u1
2v1

2 + 2 u1v1 u2v2+ u2
2v2

2 + 2u1v1 + 2u2v2

= [1  u1
2  √2 u1u2  u2

2  √2u1  √2u2]T [1  v1
2  √2 v1v2  v2

2  √2v1  √2v2] 
= φ(u) Tφ(v),    where φ(x) = [1  x1

2  √2 x1x2  x2
2   √2x1  √2x2]

n An example:

This slide is courtesy of www.iro.umontreal.ca/~pift6080/documents/papers/svm_tutorial.ppt
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Nonlinear SVMs: The Kernel Trick

q Linear kernel:

2
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n Examples of commonly-used kernel functions:

q Polynomial kernel:

q Gaussian (Radial-Basis Function (RBF) ) kernel:

q Sigmoid:

n In general, functions that satisfy Mercer’s condition can be kernel 
functions: Kernel matrix should be positive semidefinite.
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Example
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Example: String kernel
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Regularization with SVMs
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Soft margin linear classifier 

• For the data that is not 
linearly separable (noisy data, 
outliers, etc.)

• Slack variables ξi can be 
added to allow mis-
classification of difficult or 
noisy data points

x1

x2

denotes +1
denotes -1w

T x + b = 0

w
T x + b = -1

w
T x + b = 1 1x

2x
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Soft margin classifiers
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New problem formulation with soft errors
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A built-in overfitting framework
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Lagrangian for the new problem
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Soft margin optimization with kernels
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Getting SVMs to work in practice
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Solving the quadratic optimization problem



CS 472/572: Machine Learning

Coordinate ascent
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Our optimization problem (dual form)
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Sequential minimal optimization (SMO)
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Sequential minimal optimization (SMO)
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Multi-class classification

• one-vs-all
• 𝑛 classifiers
• choose the class with the largest margin

• one-vs-one
• !(!#$)

&
classifiers

• choose the class chosen by most classifiers
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Complexity


