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Abstract

The Alliant FX/8 multiprocessor implements several high-speed computation ideas in software and
hardware. Each of the 8 coﬁputational elements (CEs) has vector capabilities and fnultiprocessor sup-
port. Generally, the FX/8 delivers its highest processing rates when executing vector loops concurrently
[Alli85]. In this paper, we present extensive empiriéal performance results for vector processing on the
FX/8. The vector kernels of the LANL BMK8al benchmark are used in the experiments.‘ We execute
each kernel on 1 and 8 CEs and show the measured execution rate (in MFLOPS) as a function of vector
length. We assess the performance of 1 CE as a vector processor by ﬁndingithe vector lengths where
vector processing exceeds that of scalar processing and calculating Hockney’s fy,. For 8 CEs, we give
upper/lower bounds on the achieved ‘speedups and on the multiprocessing overhead. We also show the
speedup variation as the number of CEs increases from 2 to 8. Our results reveal some interesting
phenomena. Vector processing performance in a machine with a multi-level memory hierarchy, such as
the FX/8, depends significantly on where the referenced vectors reside. Execution from memory, rather
than from cache, degrades performance by a factor up to 3.7. Although speedups around 7 can be
achieved for most stfide-l kernels when executed on 8 CEs, the maximum execution rates occur only for
a narrow range of vector lengths (O(1000)). Performance drops rapidly when the vector lengths déviate
slightly from the optimal va.lués. This phenomena is not observed when executing on a single CE; the
peak performance is obtained when the vectors are 32 elements long and remains close to the maximum
for longer vector lengths (O{1000)). The kernels do not gain any appreciable speedup when the number
of CEs is increased beyond 4 for short (O(100)) or long (0(10,000)) vectors. Multiprocessing of some
indexed vector kernels results in almost no speedup due to the synchronization necessary to enforce out-

put dependencies.



1. Introduction

The Alliant FX/8 is a shared memory multiprocessor system with a maximum advertiséd
performance of 94.4 millions of floating point operations per second (MFLOPS) for single
precision computations [Alli85]. Each of its 8 computational elements (CEs) has vector
processing capability with a peak advertised execution rate of 11.8 MFLOPS. The FX/8
is one of the several machines which have been announced in the last few years that use
different forms of parallelism to exceed the performance attainable from the technology

used in the implementation!

. The FX/8 combines several interesting high-speed compu-
tation ideas in both software and hardware [Flyn72], [Kuck78], [Kucks81], [KSCV84],
[GGSBS85], [HwBr84]. It has an intefactive optimizing Fortran compiler whicﬂ
transforms loops in subroutines to execute in vector mode on a single CE, vector-
concurrent mode on multiple CEs, or scalar-concurrent mode on multiple CEs [Alli85].
The operating system, Concentrix, is a multiprocessor Unix based on Berkeley 42 BSD.
Multiprocessing is realized by concurrency control hardware in each CE which is
accessed using special concurrency in‘étructions. The 8 CEs of the system are crossbar
connected to a shared, direct mapped, cache. The‘ cache is connected to the shared

memory via a bus. A more detailed description of the FX/8 is pr‘esented in the Section

Two.

The performance assessment of a vector multiprocessor machine, like the FX/8, is impor-

tant because of the great amount of effort that was spent in the last decade to develop

! For a rather comprehensive survey of such machines and brief descriptions see [DoDu85], [Dong86].



véctor algorithms for different applications and to enhance the 'capabilities of vecforizin_g '
preprocessors to detect vector loops in dusty deck codes [KSCV: _84]. In a_ddifion, thex"é.is‘. ’
little empirica.l data in'the literatﬁre' modeling the behavior of vector multiprécess_ors
[BuSiSS], [Flat86]. This paper presents empirical results on the vector performance of
the Alliént FX/S multiprocessor. The thirteen vector kernels of the Los. Alamos
Nationai Laboratory benchmark BMKS8al (for double precision computaﬁions) were

used in our experiments [GrSi84].

In Section Three we réport and diécuss the experimental results. Wé show the déliverea
perfofmance for each kernel when executed on one'CE.A.A single CE demoﬁstrates the
classical performance behavior of a vectof processor where the maximum performance is
sustained over a wide range of vector lengths. However, as cache misses increase for
longer vectér iengths, the performance drops sharply to a rate where the cache hit ratio
is at a minimum. To characterize the vector performance of 1 CE, we determine the
vector length where’ each kernel starts executing faster in vector mode than in scalar
mode and calculate gy s the vector length at which the CE is supposed to deliver half of
its peak performance (r oo)’ as described by Hockney in [HoJe81]. These results indicate

that a Single CE processes short vectors efficiently.

For 8 CEs, we present the delivered performance, speedup, and multiprocessing overhead
for each kernel. We observe that the execution rate increases as the vector length
increases and then drops significantly to a minimum. rate. The results show that the

maximum performance for each kernel on 8 CEs is sustained over a significantly smaller



raﬁge of vector lengths than for 1 CE. This is reflected in the speedub and multiprocess-
ing overhead calculations. Speedup, Sp(n), is defined as t / tp where t and tp are.the _
execution times of a kei-nel for vector length n executed on 1 and p CEs, respeétively.
We define the machine efﬁcien_cy, Em(n), as the maximum delivered execution rate
divided by the peak advertised execution rate of the machine and multiprocessor
efficiency, Ep(n), as S’p(n)/ p. Multiprocessing overhead, OVp(n), is equal to 1-Ep(n).
Our resulté indicate that only modest improvements in speedup are achieved when pro-

cessing short (<100) and long (>10,000) vectors on more than 4 CEs.

To determine the effect that the cache has on performance, we repeat the experiments
for each kernel suech that cache misses will be encountered whenever possible. Our meas-
urements show that the performance decreases by a factor up to 3.7 when the vectors are

referenced from memory instead of from the cache.

The BMK8al benchmark contains kernels with subscripted vectors. These vector ker-
nels run slower than the stride-1 kernels. In Section Three, using one of the indexed ker- .
nels, we briefly discuss issues which affect the performance of such kernels. In Section

Four we make some concluding remarks.



2. The Experimental Environment

We performed our experiments at the Center for Supercomputing Research and Develop-

ment (CSRD) of the Univei'sit& of Tllinois?. The conﬁgu.ration of the FX/ 8 used for these
experiments is shown in Figure 1. The computatioﬁal complex of the FX/S' contains 8
CEs. When exécuting c_oncurr‘e.ncy instructions, the CEs communicate via a éoncﬁrrency |
control Btis. Each CE has a computational clock period of 170 nsec with a peak execu-
tion rate of 11.8 MFLOPS and 5.9 MFLOPS for single and double precision computa-
tion, respectively [AlliSS], [DoDu85]. With the 8 CEs working concﬁrrently, the FX/8
advefti_sed peak performance is 47.2 MFLQPS for double precision éomputaﬂions. The
CEs are connected by a crosébar switch té a direct-mapped, write-back, shared cache of
116K double precision words®. The cache is implemented in 4 quadr‘a‘nts’ with a peak
interleaved bandwidth to the CEs of 47.125 MW/sec. It is connected to a 4 MW shared
memory via a bus with a peak bandwidth of 23.5 MW/sec. The system also contains 6
interactive processors (IPs) connected to their own caches as shown in Figure 1. The IPs

primarily perform operating system related functions and I/O operations.

A computational element has vector processing capabilities as well as multiprocessing
support. It has a rich set of arithmetic, logical and comparison vector instructions plus
vector move instructions including scattér, gather and merge. There are 8 32-bit data

registers, ‘8 address registers, 8 double precision floating point registers, and 8 32-

2 At the time the work reported in this paper was performed, the machine did not run production
releases of the OS and the compiler. However, we believe that our conclusions will not change
significantly when these releases are available. - . ’

3 A double precision word is 64 bits wide.



element, double precision vector registers in each CE. Operands of' vector instructions
can come from vector registers, vector and floating point registers, or vector registers
and the cachg. Chaining is also supported for vector add-multiply‘and'vector mﬁltiply—
add instructions. Multiprocessing is supported by concurrency instructions which pérmit
iterations of a loop to be executed concufrently across multiple processors in the CE

complex.

The Alliant FX/8 Fortran compiler provides automatic detection of vector and/or mul-
tiprocessed loops. It optimizes code for scalar, vector and concurrent execution. Based
on data dependency analysis, loops are optimized to execute in one of four modes: vec-
tor, scalar-concurrent, vectof—concurrent, or concurrent-outer/vector-inner [Alli85). Thé
FX/8 operating system, Concentrix, extends Berkeley Unix 4.2 to provide support for

multiple processors and a large virtual space.

The FX/8 system maintains timing information for each program which is aéceésible
through Fortran library routines and can be used for measurement purposes. Our exper- -
imentation procedure attempted to remove any inconsistencies that might result in the
performance measurements due to the resolution of these timing tools by assuring a long
rqnning time relative to the granularity of the timed event. This was achieved by
enclosing each kernel in a sefial timing loop which repeats the execution of the kernel as
'many times as needed to obtain reliable timing data. All measurements were performed
in stand-alone mode. Each vector kernel was executed five times for vector lengths vary-

ing between 1 and 100,000. The repetition of the experiments was necessary due to



significant variations in the execution rates from one run to another for certain regions

of vector lengths.

The Los Alamos National LaBoratory benchmark BMKSal contains thirtéén vector ker-
nels designed to reflect the vector statements which are widely encountered in scientific
codes [GrSi84]. ‘Each kernel is # different combination of add and multiply operations of
vectors and scalars that stores the outcome into a reéult vector. Some kernels use an
additional vector to index an operénd or result vector. In our notation used to identify
the different kernels, visa vector, & is a scalar, p denotes addition, ¢ denotes multiplicé-
tion, and ¢ denotes an indexing vectoff‘. For instan’cg, vits is the kernel v1 = v2 * 8
and vi=uvtv is the kernel v1( i+k) = v2 * v3 where 1 is the indexing vector and k is a

constant. The complete list of vector kernels is:

vps viv vispvis vIps
vis vivps vivpv vi=vtv
vpv vpvls vtvpviv vputve

vi=vipviv

4 ¢ denotes a vector, v, indexed by another vector, 1.



3. Experimental Results

The performance of a one CE system is measured in order to ecalculate speedup and
vother performance metrics for multiple CEs. Examihing the one CE results reveals
interesting characteristics of the behavior of a vector processor when accessing data in a
multi-level memory. The 8 CEs results show the performance improvement Aobtainable
from vector-concurrent operation. The vector length region where maximum execution
rate is achieved using 8 CEs is narrower than for one CE. However, the speedup in this
region is around 7 for most stride-1 kernels. Comparing the performance for one and
multiple CEs reveals important observations on the number of CEs which can be
efficiently employed iﬁ a vector multiprocessor system. The performance results for thé
indexed kernels provides qualitative measure of the difficulties encountered when

attempting to improve the performance of some codes using multiple vector processors.

3.1. One CE Performance

Figure 2 shows the maximum measured execution rate as a function of vector length for
each kergel running on 1 CE. We observe that the behavior of all the kernels is similar;
the computational rate increases as the vector lengths increase and reaches a maximum
at vector length npeak‘ For each kernel, the execution rate stays within a small percen-

The

tage of the maximum until the vector length reaches a value denoted by n drop"
computational rate then starts to fall until a vector length denoted by nonin is reached.

For vectors longer than N, in the execution rate remains rather constant. These three

vector length points are shown for the vtspuvts kernel in Figure 2. We identify four



régions for each performance curve: the cache rate region (1 Sngndrapj’ max-
imum rate region (npeak <n<n drop)’ the falloff region (n drop <n<Zn_. in),_and
the minimum rate regiqn (n> nmin)' In the cache rate region, the size of the data
referenced by each kernel is small enough such that the cache hit ratio is ‘maximized.
The performance in this region is charactefistic of vector processors where the éxeéution
rate rapidly increases to a maximum point which is sustained as the vector length
increases. The wide range of vector lengths where the execution ratg'staysvwithin a
small perceﬁtage of the nﬁaximum identifies the maximum rate region. The falloﬁ region
begins when the caché hit ratio starts decreasing. As the cache hit ratio continues to
decrease for longer vector lengths, the number of the references to the shared memory
increases and. the‘. performan‘ce drops until the cache hit ratio reaches its minimum at

N in The percentage variation between the maximum and minimum rates is the larg-

est in the falloff region due to the non-deterministic behavior of the cache®. In the

minimum rate region, the size of the referenced data is so large that a cache miss occurs

whenever the kernel accesses the first word of a cache block®.

Several factors affect the deliYered performance for a given kernel at a particular vector
1e_11gth; These factors include the number of memory references, ﬁhe number of ﬂoating
point operations performed, the types of floating point operations, and the degree. of
-chaining in the kernel. The vps kernel runs faster than the vts kernel because of opera-

tion type; vtups runs faster than vtv due to the number of floating point operations per-

5 The percentage variation for all the kernels aré shown in Appendix A.
€ A cache block contains four double precision words.
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formed and chaining; vtspuvts runs faster than vtvpuvtv due to thé difference in the
number of memory references. Table 1 shows the maximum MFLOPS measured'for
each kernel on 1 CE. T he maximum execution rate occurs at vector length 32.for all
kernels. This is expected since the vector registers are full at this vector length. Table 2
shows the execution rate for each kernel iﬁ the minimum rate region. Performance in
the maximum rate region can be two times greater than the performahce in the

minimum rate region.

In order to determine how efficiently one CE processes short vectors, we found the vector
length where execution in vector mode- §tarts to be faster than in scalar mode. More per-
formance can be achieved in vector mode for vector lengths > 2 for the stride-1 kernelé
and >6 for the indexed kernels. Hockney's (n,/2 , roo) model can also be used to charac-
terize the vector performance for one CE [HoJe81]. Table 3 shows that all kefnels have
an ny, < 4. This indicates that short vectors will be processed efficiently on the FX/8.
However, most kernels deliver only around 1/3 of the measured peak execution rate at
ny, when executed on 1 CE instead of half the peak rate as expected by Hockney's
model. It can be shown that Hockney’s two parameter model (n,/z, r oo) is simplistic

when used to model real vector processors [AbuS86], [LeAKS84].

3.2. Eight CEs Performance



3.2.1. Delivered Execution Rate

Figure 3 shows the maximum performance résults when executing in vectof—concurrent
mode on 8 CEs. We obserye that the execution rate rises more slowly and reaches the
maximum rate region for much longer vectors than in the 1 CE case (O(1000) compared
to 32). This is partially due to the fact thét vector-concurrent execution partitions the

vector operation equally among the 8 CEs and longer vectors are required before the vec-

tor registers of each CE are maximally utilized7. Multiprocessing overhead associated
with starting and sustaining Vvector—concurrent operations accounts for the kfurtvher
increase needed in vector length Before_ the maximum rate is achieved. The performance
of a kernel on 8 CEs is affected by the multi-level mémorjf hierarchyﬂfor the same rea-
sons as in the -1 CE case. In fact, we observed that the falloff region in the 8 CE perfor-
mance Curves coincides with the falloff region in the 1 CE performance curves for each
kernel. However, the percentage drop in MFLOPS in the falloff region is greater with 8
CEs. We also notice that ‘the percentage variation between the maximum and niiniﬁlum
execut;lon rates is largest in the falloff region and is greater than the 1 CE case®. Due to -
the initial slow performance increase to the maximum rate and the fixed falloff region,
the maximum rate region spans a much smaller vector length interval than in the 1 CE
case. This result has ramifications on how codes should be structured, with respect to
vector length, so as to maximize the vector-concurrent performance when running on 8

CEs. In particular, we notice that if vector lengths deviate slightly from the maximum

7 This analysis is supported by the observation that the execution rate has a local maximum at vector
length 256 for almost all of the kernels. At vector length 256, the vector registers for each CE are full.

8 The percentage variation for 8 CEs is shown in Appendix A.

10



rate region, performance degrades rapidly.

Table 1 shows the maximum peak MFLOPS measured for each kernel when executing on

8 CEs, the vector length where the peak performance is delivered, and the machine

efficiency (Em) at this vector ]eﬁgthg. The machine efficiency is less for 8 CEs than for
1 CE due to .multiprocessin,g overhead. All the kernels achieve < 50% machine
efficiency and 10 kernels are < 30% efficient for 8 CEs. Table 2 is analogous Table 1
except the data for the MFLOPS in the minimum rate region is presented. It can be
seen from the MFLOPS and vthe machine efficiency that a low cache hit ratio
significantly reduces the performance. This subject is discussed in more detail in the sec-

-tion 3.3.

3.2.2. Speedup Results

Speedup is defined as .S'p(n) =t / tp where t, and tp are the execution times of a kernel

for vector length n executed on 1 and p CEs, respectively'®. Since there were variations
in measuring t1 and t8 over the five runs, we define the lower bound on the speedup of a
kernel with vector lengths n, L S(n) to be the ratio of the smallest of the five t1 's and
the largest t8' The upper bound on the speedup, US’ (n) is calculated as the ratio of thé

largest measured t1 to the smallest t8. Figure 4 shows the upper and lower bound

speedup curve for the vtv kernel’l. We observe that for all kernels the speedup upper

bound is less than 4 for vector lengths smaller than 500 and less than 5 for vector

® By definition, the maximum E__ occurs at this vector length.
10 In the remainder of the paper, S(n) will be used to denoted S gn).
! The speedup curves for the other kernels are found in Appendix B.
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lengths greater than 10,000. The maxi‘mum- upperlbound spgedups fof' all the kerhels are '
shown in Table 4. Eight of the 13 kernels have a maximu‘m upper bound speedup
greater than 7. The speedup of 4 of the remaining kernels is between 5 and 7 The
indexed kernels have the smallest speedups; vi=wviv has a maximum upper bound

speedup of only 1.32.

By comparing the vector lengths in Tables 1 and 4 we observe that the vector lengths
where the peak MFLOPS and maximum speedup occur are not necessarily the 'sa'me.for
a given kernel. Table 5 shows the speedup upper bound at the vector lengths Wheré
each kgrnel runs at its peak execution rate. We notice from Figure 4 and Tabies 4and 5
that the lower and upper boiunds on speedup can differ significantly (up to 57%). Thié
variation occurs in the falloff region and is primarily a result of the nondeterministic
behavior of the cache in this region from one run to another. However, this variation is

insignificant for short and long vector lengths (n<500 and n>10,000).

F iguré 5 shows the speedup as a function of the number of CEs for stride_—l kernels. The
envelopes in the figure enclose the »sbeedup curves for all kernels at vector lengths 100,
1K and 100K. The speedup curve for vivps is shown as a dashed line énd roughly
represents the median speedup.within each speedup envelope. We observe that for bqth
short and long vectors the‘ speedup gained by increasing ‘the number of processors
Abeyond 4 is modest for most kernels. As the number of CEs increase from 4 to 8, the
- speedups approach 4.5 and 4 for vector lengths of 100 and 100K, respectively. For vec-

tor lengths of 1K, speedups are close to being linear in the number of CEs. These

12



speedup results could be very useful to designers of multi-million dollar multiprocessor
vector machines (e.g., the new Cray multiprocessors) in light of the mean vector lengths

encountered in application codes (<468 in the Lawrence Livermore National Lab work-

load [McMa85]).

3.2.3. Multiprocessing Overhead

The percentage multiprocessing overhead of a machine with p processors when executing
a kernel with vector length n, OVp(n}, is given by (1-Sp(n)/p)*100%; OV/(n) denotes
f,he overhead when p=8. We let UO Vin) denote the upper bound on the overhead and
L oV(n) denote the lower bound. Figure 6 shows the upper and lower bound overhead
curve for the vputs kernel'>. For all kernels, UOV(n ) is greater than 50% for short
(n<100) and long (n>10,000) vectors. For six of the nine stride-1 kernels, UOV(n ) is
less than 25% for vector lengths in the region 1000 <n < 2000. The overheads of the

indexed vector kernels are greater than 30% for all vector lengths.

Table 6 identifies the vector lengths where the minimum UO V(n) occurs for all the ker-
nels. We note that for the 9 stride-1 kernels the minimum UO Vin) is between 10-20%.
For thé indexed kernels, the minimum UOV(n ) is close to 30% for 1 kernel, 40% for 2.,

and 85% for the fourth kernel.

12 The overhead curves for the other kernels are found in Appendix C.
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3.3. Execution from Memory
In order to measure the vector-concurrent execution rate for a kernel with vector length
n(1<n <100,000) such that the the maximum number of cache misses occurs, we refer-
ehce the vectors as columns of tW&dimensional arrays. The kernel is executed for the
first column (of length n), then the second colu‘mn,‘ and so on. Since every column is dis-
tinct, new vectors are always being referenced. Also, the tvs;o-dimensional array sizes are
declared such that when a column is referenced again by the timing lqop, none of the
data from the previous reference of that column will be present in the cache. We refer
‘to.the running of a kernel in this fashion as execution from memory. When a kernel
is not restricted to execute in this manner and is.able to take full adyantage of the

cache, we say that the kernel is executing from cache.

Figure 7 sﬁows the execution rate from memory and from cache for the vtspvts kernel
using 8 CEs!®. When the vkernel executes from memory, the execution rate rises slowly
as the vector length increases and reaches a maximum that coincides with the rate
obtained in the minimum rate region when the kernel executes from céche. The same
behavior is observed for the other kernels [AbMa88]. Table 7 shows the maximum per-
formaﬁce degradation factors when kernels execute from memory instead of from thé
cache. This factor ranges between 1.35 and 2.26 when running on 1 CE. When execut-
.ing on 8 CEs and using stride-1 kernels, the degradation factor is larger and rangeé
between 3.03 and 3.67. For indexed kernels, the degradation factor is between 1.49 and

2.08.

13 The execution rate from memory and from cache for the other kernels are shown in Appendix D.
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It is obvious that if the memory speed were increased, the 'execution. performanée from
memory would increase. It is also expected that by increasing vthé size of the cache, the
maximum rate region of the execution from cache curve would be extended. A éurrent
limitation to increasing the performance in the minimum rate region of the two curves is
the bandwidth available on the Data Mémory' Bus- [AbMa86]. Improving the data
memory bus bandwidth would have the effect of shifting the minimum rate region of the

two curves upward.

3.4. The Behavior of Indexed Kernels
Wheﬁ running on a single CE, the execution rate of a kernel will droi) if one br more of -
the referedced vectors are addressed indiréctly. This is mainly due to an increase in thé :
number of vector instructions generated by the compiler for an indexed kernel
(scatter/ gat;,her instructions, etc.). Moreover, .the memory access pattern of the indexed
vector elements might result in an appreciable decrease in the utilization of the

bandwidth of the interleaved memory modules.

The execution rate of a multiprocgsséd vector kernel could degrade significantly if the
resdlt vector is addressed indirectly. This can be seen clearly in Figure 3 whén coniparf
ing the execution rate curves for kernels viv and vi==vtv. Examing the assembly code
generated for the two kernels reveals that while the vtv kernel is executed as a single
concurrent vector loop, the concurrent loop of the vi=vtv kernel encloses two vector
loops. Each CE first executes the vector statement temp<«viv, where temp is a tem-

porary vector. While CE0 continues by executing a second vector loop to scatter the

15



coﬁtents of temp to the specified elements of the result vector, e#’ch CE; (i#l,...,’Z)
waits for a synchronization signal from CEi-l indicating thét it has finished -svcattering. its
results. In this fashion, ‘an_y output dependence relationships between different inétances
of the original statement vi=vtv will be preserved. Figure 8 shows the execution
scheme of this kernel using 8 CEs. This explains the lack of any spéedup when this ker-
nel is executed concurréntly. ‘Synchronization is not required in kernels with no poten-
tial output dependencies. Kernels with output‘ dependencies will gain_ speedup if the
time spent évaluating thé righﬁ hand side expression of the kernel is significantly larger
than the time spent in the scaﬁtering loop by each CE. This is the case for the kernel
vi=vipvtv where it is possible to attéin a maximum spe.edup of 5.86‘ compared to 1.32

for the kernel vi:-_-vtv.
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ever, interprocessor synchronizatidn to satisfy potential output dependencies is the major ‘

reason for performance degradation of indexed kernels.

The successful use of an 8 C‘Es FX/8 for vector proéessir_lg depends _, on. observing the
principle of locality of reference [Denn70]. This i_mpiies that the programmer (or optim-
izing éompiler) should structuré the code such tflat once certain sections of the program’s |
data are resident in the cache, as much computation as possible is performed using this
data before processing other sets of data [AbKL79], [AbKL81], [ALMY82], [JdMe86].
Some of the other factors that énhance the delivered performance are reducing thé
number of memory references in the \fgctor statement, increasing the .number'of floating
point operations performed ﬁsing the same operands, and taking advantage of the chain;

ing capabilities of the processors.
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- Figure 5-a.
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Table 1
Peak Execution Rates of Elementary Vector Operations
(Millions of Floating Point Operations per Second, MFLOPS)

1 Computational - -8 Computational
: Processor i Processors

|Benchmark [~ — - _ - ’ ,
1 |MFLOPS |Length | E, (%) |MFLOPS |Length | E. (%)

1 wvps | 221 | 32 | 375 | 1365 | 4000 | 28.9

vts 1.60 32 27.1 11.21 4000 | 23.8

vpv | 1.56 | 32 26.4 10.52 2000 22.3

- vtv 1.23 - 32 - 20.8 - 8.58 | 2000 18.2

- vtvps 2.37 32 40.2 16.23 [ 2000 34.4

~ vpvts 237 | 32 - 40.2 16.08 3000 34.1

ytspvts | 2.91 32 49.3 | 20.33 | 3000 | 43.1

vtvpv 1.94 32 | 32.9 13.03 2000 27.6

I vevpvty | 1.71 32 29.0 12.40 2000 26.3

- vips 1.14 | 32 19.3 9.22 6000 11.1

Cvi==vty .80 32 13.6 | 97 2600 | 2.1

vpvtvi 1.60 32 27.1 7.07 700 15.0

vi==vipvtv 97 32 16.4 9.61 2500 11.9




- Table 2 '
Execution Rates at Vector Length IOOK
of Elementary Vector Operations
(Millions of Floating Pomt Operations per Second MFLOPS)

- 1 Computational . 8 Computational
Processor Processors
Benchmark. : -
MFLOPS Em (%) | MFLOPS Em (%)
vps 0.98 16.6 4.06 8.6
vts 0.90 15.3 3.36 7.1
Vpv 0.74 12.3 2.87 . 6.1
vtv - 0.66 11.2 2.44 ' 5.2
vtvps 1.29 21.9 4.80 10.2
vpvts 1.29 - 21.9 - 4.65 9.9
vispvts . 1.74 . 29.5 6.30 - 13.3
vtvpv 1.02 17.3 3.79 8.0
vtvpvty 1.01 17.1 4.09 8.7
vips - 0.80 13.5 3.49 74
vi=vtv 0.52 8.8 0.60 1.3
vpvtvi 0.95 16.1 3.37 7.1
vi=vipvtv 0.72 12.2 - 3.38 7.2




Table 3
n,, and the Percentage of Peak Execution
Rate at that Vector Length for 1
Computational Processor

1 Computational
Processor
Benchmark
n,,* % of Peak

vps 3 30%
vts 3 35%
Vpv 3 33%
vtv 3 36%
vtvps 3 34%
vpvts 3 33%
vtspvts .3 35%
vtvpv 2 25%
vtvpvty 2 31%
vips - 3 31%
vi=vtv 4 36%
vpvtvi 3 33%
vi=vipvty 4 40%

* D, is calculated using a linear least-squares approximation of the

vector execution times for vector lengths between 1 and 256.



- Table 4
Maximum Upper Bound Speedups
for Elementary Vector Operations

Benchmark

Vector

Maximum Upper

Lower
_Length | Bound Speedup | Bound |

vps 4000 v 6.67 5.13
- vts 7000 8.15 5.27
vpv 2000 9.68 4.17.
vtv 2000 7.22. 5.73
vtvps 1400 - 8.05 6.04

vpvts 4000 7.56 4.54 -
vtspvts 2000 7.86 7.05
vtvpv 3000 7.84 4.90
vivpvty 2000 - 8.20 5.42.
vips 7000 5.45 4.44
vi=vtv 3500 1.32 1.10
vpvtvi. 500 6.08 4.53
vi=vipvtv 2500 5.86 5.20




Table 5

- Lower/Upper Bound on Speedups of Elementary Vet;tor

Operations at Vector Lengths where

Peak Execution Rates Occur

-~ Vector

- Benchmark : ll - Speedup
= | Length Bounds
- Vps | 4000 5.13 / 6.67
vts 4000 5.88 / 7.36
VPV 2000 4.17 / 9.68
vty 2000 5.73 [ 7.22

~ vtvps 2000 5.60 /7.08
vpvts 3000 5.15 / 6.99
vtspvts 3000 6.04 / 7.21
vtvpv 2000 6.14 / 7.07
vtvpvty 2000 5.42 / 8.20
. vips - 6000 4.15 / 4.83
Vi=vty 2500 1.08 / 1.24
vpvtvi 700 4.32 / 4.58
vi=vipvtv 2500 5.20 / 5.86




Table 6
"Minimum Upper Bound Multiprocessing Overheads

for Elementary Vector Operations

Vector

Benchmark Minimum Upper Lower
Length | Bound Overhead | - Bound
vps 1400 25.0% ' 22.5% |
vts 3000 10.3% 6.0%
vpVv 1400 16.0% - 13.3%
vtv 1800 13.7% 11.6%
vtvps 1000 21.8% 20.9%
vpvts 1400 16.9% 13.4%
vtspvts 2000 11.9% 1.7%
vtvpv 1000 14.4% 12.6% -
vtvpvtv 1200 8.6% 7.2%
© vips 3000 41.4% 40.9%
vi=vtv 1200 84.8% - 84.5%
vpvtvi 500 43.4% 24.0%
vi=vipvtv 700 29.2% 27.3%




Table 7
Degradation of the Peak Execution Rates of Elementary
Vector Operations when Executing from Memory
instead of the Cache

1 Computational 8 Computational
~ Processor Processors
Benchmark
Degradation Degradation
Factor * Factor *

vps 2.26 3.36
vts 1.78 3.34
Vpv 2.13 3.67
vtv 1.86 3.52
vtvps 1.85 3.33
vpvts 1.85 3.45
vispvts : 1.67 3.23
vtvpv 1.89 3.45
vivpvty 1.69 3.03
vips - 1.43 1.49
vi=vtv 1.54 1.61
vpvtvi 1.69 2.08
vi=vipvtv 1.35 1.67

degradation factor is calculated as the peak execution rate divided
by the execution rate at 100K



| Appendix A

The Percentage Variation between the
Maximum and Minimum Rate Runs

The following plots show the percentage variation for 1 and 8 CEs for the kernels not
presented in Figure 3. For a particular kernel, the plot for 1 CE is shown first followed

by the 8 CEs plot. The vector lengths range from 1 to 100,000.
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| ‘Appendix B

The Speedup ‘Upper/Lower Bounds

The following plots show the speedup upper/lower bounds for the kernels not presented

in Figure 5. The vector lengths range from 1 to 100,000.
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| Appendlx C

The Percentage Overhead Upper/Lower Bounds

The following plots show the percentage overhead upper/lower bounds for the kernels

not presented in Flgure 6. The vector lengths range from 1 to 100,000.
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| -Appendix D

The Execution Rates from Memory and Cache |

The following plots show the execution rates (in MFLOPS) from the memory and the

cache for the kernéls not presentéd in Figure 7 or Figure 8. The vector lengths range

from 1 to 100,000.
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vAppendix E

The Execution Rate for 1, 2, 4, 6, and 8 Computational Elemen_ts x

The following plots show the execution rate (in I\/IFLOPS) for 1, 2, 4, 6, and 8 CEs for
vector lengths 1to 256 The c1rcled point on each curve (correspondlng to runmng on 1
2, 4, 6, or 8 CEs) shows the execution rate at the vector length needed to make use of all
the vector register elements i in each CE. For most kernels, these pomts form 2 stralght

line 1nd1cat1ng linear performance 1mprovement as the number of CEs increases.
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