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a. Noise Tracking Scalability
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b. %Runtime-Estimation Error(%RE) c. %Noise-Estimation Error(%NE)

Figure 3: Validation of Noise Tracking with Injected Noise

Experiments are run under the strong-scaling mode for
10000 iterations with total work set to take a duration of
64000 microseconds per computational phase over 32, 64 up-
to 2048 processors. This results in a computational grain of 2
milliseconds over 32 processors and 31.25 microseconds over
2048 processors respectively. The values were chosen so as to
exacerbate the noise-problem as scale increases. Figure 3(a)
shows the results of the runs for each node-count and amount
of injected noise. The no noise and with noise curves are
already explained. The points on compensated curves are a
result of subtracting the accumulated noise (as reported by
the trace-analysis) from the runtime of the corresponding
with noise experiment. As can be seen, for every noise %,
the compensated curves are almost entirely overlaid over the
no noise curves.

We define two metrics, to further quantify the accuracy of
the noise-tracking. The %Runtime-Estimation Error (%RE)

is defined as:

%RE =
no noise runtime − compensated runtime

no noise runtime
∗ 100

and %Noise-Estimation Error (%NE) is defined as:

%NE =
dilation due no noise − accumulated noise

dilation due to noise
∗ 100

Figure 3(b) shows %RE to be low throughout (with the
highest value being 1.06 for 1% injected noise). But it shows
an increasing trend toward larger scales. In contrast the
%NE (Figure 3(c)) is stable across the node-counts. This
suggests that the error is a function of the total noise in
the system and the increasing %RE is an artifact of the
exponential increase in noise-related slowdown as compared
to the no noise value. The accuracy is also shown to improve
with greater injected noise (for the noise distribution tested).
It is noteworthy that the analysis under-estimated noise in
all experiments.


