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The TAU parallel performance system delivers robust, integrated, portable, and open
technology for performance analysis of parallel applications on large-scale, leadership-
class HPC machines.  Through advances in application-specific performance evaluation,
scalable performance tools, multi-experiment performance data management,
performance data mining, and programming environment integration, TAU helps
application developers be more productive in achieving their development and
optimization goals.  In addition, the TAU project is making important advances in kernel-
level performance monitoring that can identify OS actions influencing delivered
performance.

The need for optimal performance on leadership-class systems drives the requirements
for performance tools at the high end of parallel computing.  Integrated tools for detailed
instrumentation, measurement, and analysis of parallel programs are demanded by
application developers to understand performance and guide tuning strategies. TAU
system provides integrated instrumentation, measurement, and analysis capabilities in a
cross-platform implementation, plus additional tools for performance data management,
data mining, visualization, and interoperation.  In addition to the important advances in
TAU's core technologies, the project has developed strong interactions with the SciDAC
PERI, TASCS, and FACETS projects in support of TAU's use in terascale applications
and systems.

TAU has been ported to the leadership class facilities at ANL (IBM BG/L, BG/P,
SiCortex), ORNL (Cray XT3 and XT4), LLNL (Linux cluster, AIX, BG/L), and NERSC
(Linux, AIX). TAU has been applied to evaluate the performance of Hydra, Mesquite,
Episim, Truchas, Shivano, Aries, Miranda, GCRM, Nimrod, Flash, WRF, Kull,
AORSA2D, S3D, GTC, CFRFS, Uintah, MFIX, Gyro, CCSM, CAM, MFDn, Eulag, and
AutoDock3 projects.

The poster will highlight the architecture of the TAU performance system and its
components for program analysis, performance monitoring, parallel trace generation and
analysis, and kernel level performance instrumentation. It will also highlight the use of
TAU for performance evaluation studies conducted for the GTC and S3D PERI projects.
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S3D: flow solver for direct numerical

simulation of turbulent combustion

Results form participation in PERI tiger team:

1. Scaling study (Cray XT3, XT4)

• 1-6400 processors (XT3)

• 12000 processors (XT3+XT4)

2. Event correlation with time

• WRITE_SAVEFILE and MPI_Wait are

   highly correlated

3. 6400 processor XT3+XT4 run shows MPI_Wait

times unbalanced and two slow cores

4. 6400 processor XT3+XT4 4D scatterplot shows

two distinct clusters: XT3 cores vs. XT4 cores

5. Use process metadata to identify processor/core

mapping to machine type

6. Compare mean performance between XT3 with

XT4 on 6400 processors

7. MPI_Wait times reduced and more balance

running only on XT4 cores

8. XT4 only MPI_Wait times less clustered

Performance data available here:

http://www.cs.uoregon.edu/research/tau/s3d
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GTC: particle-in-cell simulation of

turbulence in toroidal fusion plasmas

Results form participation in PERI tiger team:

1. Scaling behavior on Cray XT3 per event

2. Per event relative percentage of total time

    • PUSHI and CHARGEI are dominant

    • SMOOTH increases in importance

3. Correlation of significant events with total time

4. Positive, linear correlation between CHARGEI

    and PUSHI is shown, as well as MPI_Allreduce

    and SHIFTI interaction

5. Relative distribution (histogram over min-max

    range) of significant events for ??? processors

    MPI_Allreduce has a heavy head and long tail

    PUSHI and CHARGEI have heavy tails

6. Same information relative to normal distribution

7. Effect of compiler options on main computation

    loops in older GTC version, showing how

    meta can be used as a comparison parameter

    (run on BG/L machine with 64 processors)

Performance data available here:

http://www.cs.uoregon.edu/research/tau/???
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