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Learning is the process ofi gaining knowledge froudys, instrution or:
experienceMachine Learning is the process of programming computers to
optimize a performance  criterion using example dafgast expaences. More
broadly, we can say machine learning is the procesdich a nachine learns
something while changing either its structure spitogram baz on external
information so that one can expect improved fupegormance.

A variety of machine learning models have been ldgesl and masof them
fall'into two main categoriesupervised learning andunsupervised
learning. Supervised learning models learn a mapping fieenrput to &
output whose correct values are provided by a sigmer On theother hand,
unsupervised learning models aim to find the regiéa in theinput.
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Among machine learning modeNeural network andSupport Vector
Machine (SVM) are most popular. Neural network models asighed base
on the idea of setting thresholds for multipledin&unctionsto learn the non
linear patterns. Support Vector Machines are laarsystems it use a
hypothesis space of linear functions in a high disnenal featre space,
trained with a learning algorithm from convex op#ation theoy that
implements a learning bias derived from statistieatning thery:
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Einancial forecasting/is the basis for budgeting activities and! estintatin
future financing needs. The efficient market hyests (EMH) wa

wildly believed and it means that the market phies alreadyeflected

the value of itself and the future value is justrandom walK. Brock et

al. argued with the efficient market hypothesisgoasn the reasits of
experiments tests.

We apply linear regression, neural networks and Sv/lgeveral
international stock indexes for 1000; shifting tipeziods and empare
the average error rate with the benchmaendom walk model. The
measure we use is the relative absolute error (RB&h returnand
volatility are forecasted.
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Conclusion: The experiment results of return foséng show tht with
single data source, on average neither neural mksvoy SVM malels
perform better than random walk models (i.e., redtdy than gessing).
Nevertheless, the experiment results of volatitiecasting kow that
both the neural networks and SVM models beats ranaalk.
Furthermore the SVM models with certain kinds afileds have hiter
accuracy than other models.

Although the SVM methods achieve a global optiméwnly a
few parameters, the performance still replies enstdected
kernel. Therefore one guestion still remains: Howtioose the
proper kernel or a better kernel for a specificli@pgion. The
intuitive idea is to search a kernel from the defaich lead<o the
new machine learning method multiple kernel leayr{idKL).
MKL is first proposed by Lanckriet in 2004. Thetial
motivation of MKL is improving the learning accusaitom
single data source with different kernels. Anothevantage of
MKL is to understand the relationships among déferdata
sources. The following figure gives the timelinetiod MKL
evolution.
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Future work:

The tensor combination of multiple kernel matricepromising
since tensor products generate higher dimensieaslife spaces
so that the searching spaces will be more gengnil.is relaéd to
the new technigutensor learning, which has advantages when
applying te a smaller training data set. This aiffo addresthe
problem of noAID assumption since smaller training data set
means the distribution differences between traiaingd testing
data set are also,smaller.

The implementations of current MKL algorithm depemdthe
single kernel evaluation in all iterations. Proppproximatios of
the global optimal will reduce the number of evéhmatimes
compared with starting from random peints in thereking space

Inspired by localized multiple kernel learning, tiveler of the
training data points could be considered in the Mi{adels as a
multiplier function to the kernel matrix. Therefdte function
will give higher weight to the data with more siamidistributons
to the test data. The modified model will addréssrior!ID
assumption problem in a better way than current Middels.




