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Abstract 

Many real-world domains, such as web spam, auction fraud, and counter-
terrorism, are both relational and adversarial.  Existing work on adversarial 
machine learning assumes that the features for each example can be manipulated 
independently.  Collective classification violates this assumption, since object 
labels depend on the attributes or labels of related objects as well as their own 
attributes.  In this poster, we formulate adversarial collective classification as a 
game between a learner and an adversary in which the learner selects a relational 
classifier and the adversary selects a transformation of  the data.  We present an 
algorithm to find a Nash equilibrium in the special case of an antagonistic (zero-
sum) game where the learner's reward is a regularized conditional log likelihood.  
We compare our approach experimentally to non-adversarial Markov logic 
networks and non-relational adversarial classifiers on simulated data. 

Ongoing/Future Work: 
•  Mixed strategies for learner and adversary 
•  Non-antagonistic MLDN utility functions 
•  Scaling up 
•  Real-world datasets 
•  Irrational or improperly modeled adversaries 

Goal: Robust method for making any MLN 
adversarial, given MLDNs or other utilities for 
learner and adversary. 
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We conducted preliminary experiments in a simulated web spam domain.  
Model features were the same ones described above.  We compared our 
method to baselines that were either non-adversarial, non-relational, or 
both. 

Methods: 
C – Classifier (logistic regression) 
CC – Collective Classifier (MLN)  
AC – Adversarial Classifier (Our method, ignoring links) 
ACC – Adversarial Collective Classifier (Our method) 

We evaluate models by log-likelihood in 8 different settings: 
•  Training and test graphs 
•  With and without adversarial manipulation of the data 
For each of these settings we report the final log-likelihoods. 
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•  Many domains are both relational and adversarial: 
– Web spam 
– Social network spam 
– Online auction fraud 
– Terrorism 

•  Statistical relational learning:  
– Markov Logic Networks (MLNs) 
– Applications: Link Prediction [Richardson and Domingos, 

2006], Entity Resolution [Singla and Domingos, 2006], 
Information Extraction [Poon and Domingos, 2007], and 
more… 

– Markov logic decision networks (MLDNs) [Nath & 
Domingos, 2009] 

•  Adversarial machine learning: 
– Construct a game: Learner selects a classifier and adversary 

selects a transformation. 
– Solve it: Minimax [Globerson and Roweis, 2007],  

Nash equilibrium [Brückner and Scheffer, 2009],  
Stackelberg equilibrium [Brückner and Scheffer, 2011] 

Introduction 

MLDN Formulation of Adversarial 
Collective Classification 

Log-Likelihood in Different Settings 
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Data Sets 

ACC does much better than both AC and CC on both the training and 
test networks, demonstrating that both link information and 
adversarial modeling are necessary in order to obtain good results on 
this problem. 

The existence of oscillations in our learning graphs suggests that we 
are not yet converging to an equilibrium, and may need to explore 
mixed strategies or other solution techniques in future work. 

Antagonistic Regularized MLE Cost 

We define the Antagonistic Regularized MLE Cost 
Optimization Problem as:  

which the learner tries to maximize over w and the adversary 
tries to minimize over     .  Since the program is not convex 
with respect to the adversary’s action, the existence of a 
unique Nash equilibrium is not guaranteed.  

Specific Example of Features 

As an example, we can represent the important relationships 
in web spam using the following first order formulas: 

We can use these to construct an MLN, a log-linear model in 
which the features are the true counts of each formula. 

Parameter Estimation Greedy Algorithm for Finding a 
Nash Equilibrium 

This algorithm is inspired by [Brückner and Scheffer, 
2009], who use a similar approach to find Nash equilibria 
in non-relational domains.  With our cost function and 
relational features, convergence is no longer guaranteed 
since the adversary’s optimization is non-convex.  We 
address this by averaging the learner’s weights over all 
iterations so far, which damps oscillations. 
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