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Abstract

Many real-world problems are represented by using graphs. For example, given a graph of a chemical compound, we want to determine whether it causes a gene mutation or not. As another example, given a graph of a social network, we want to predict a potential friendship that does not exist but is likely to appear soon. Many of these questions can be answered by using machine learning methods if we have vector representations of the inputs, which are either graphs or vertices, depending on the problem. A general approach to extracting such vectors is to learn a latent vector representation for the vertices or the entire graph such that these vectors can be used in machine learning tasks, such as training a classifier or a predictive model (Bengio et al., 2013). The learned vectors should reflect the graph’s structure and its attributes, including vertex and edge attributes. For example, two adjacent vertices in a graph should have similar vector representations. The problem of learning a latent vector representation for graphs or vertices is called graph representation learning or graph embedding. In this document, we mainly focus on recent developments in graph representation learning in different settings and its connection to various problems, such as graph classification or graph clustering.
1 Introduction

Many real-world problems are represented as graphs or networks in different computational domains, such as bioinformatics (Borgwardt et al., 2005a; Baldi and Pollastri, 2003), chemical informatics (Ralaivola et al., 2005; Wale et al., 2008), vision (Shi and Malik, 2000; Felzenszwalb and Huttenlocher, 2004), or social networks analysis (Liben-Nowell and Kleinberg, 2007; Backstrom and Leskovec, 2011; Agrawal et al., 2013).

In many of these problems, the input data is in the form of graphs, and the task is to predict either node and edge labels or graph labels.

For example, chemical compounds are described as the interaction graph of the forming elements, and based on the structure of the graph, the functionality of the compounds differs. Given some known functionality, such as being toxic on nontoxic as the labels of chemical compounds, the problem is to predict the functionality of an unseen compound structure. This prediction can be seen as classifying each graph as being either toxic or nontoxic.

Another interesting problem is learning protein-protein interactions. In this problem, each node in the graph is a protein and the edges shows if two proteins interact. However, studying the interaction of two proteins is expensive in term of the cost of required resource. Therefore, the problem is to predict the presence of edges among proteins given some known edges, so bio researchers can study only the interaction of proteins that their algorithm predicts the existence of an edge between them. This problem can also be considered as an edge label classification problem by supposing a complete graph among protein and classifying each label as either present or not-present.

Community detection, especially in social analysis, is very popular for understanding the structure of the network and how it grows. This problem is similar to classifying each node as being member of a community or not. However, the general problem is unsupervised since none of the memberships nor the number of communities are know in advance, but in some cases we already know the label of some nodes and we want to predict the labels of the others.

One general approach that helps us to solve these problems is to represent the graph data as a low dimensional vector representation and then use linear or non-linear classification algorithms such as support vector machines (Bishop, 2006).
There exists different ways for finding a representation for graph data, such as extracting structural features from the graph and use them as a representation. Graph kernels are well-known approaches that use these structural properties for comparing two graphs.

The more recent approach is to use neural networks to learn a latent representation. In these approaches the neural network is responsible for extracting the structural features as set of latent parameters, which are not explicitly observable from the structure of graphs.

Learning node representation is the problem of indicating each vertex of the graph using a low dimensional vector such that the vectors of similar vertices are located near each others in the euclidean space. Therefore, these low dimensional representation can be used in different algorithms for graph clustering and classification. This low-dimensional can also be used for visualizing graph data either by learning a 2-dimensional vector representation or learning a low-dimensional vector representation and learn another mapping to 2-dimensional space. A well-known algorithm for the latter approach is t-SNE (Maaten and Hinton, 2008), which takes low-dimensional vectors as the input and maps them to a 2D space.

The goal of this document is to discuss different approaches for representing graphs or nodes in low-dimensional vector spaces, and the use of these representation for learning from graph data, especially in task of label predication for nodes, edges and graphs.

The rest of this document is organized as follows: in Section 2, we introduce the main approaches for learning representation learning of word sequences, which have inspired many graph representation learning algorithms. In Section 3, we discuss general graph representation algorithms, then in Section 4, we see how we can learn better representation if we jointly train the representation learning and the classification and clustering task.

Deep neural networks are widely used for representation learning, in Section 5, we explore how we can exploit deep neural networks for learning graph representations. In Section 6 and Section 7 we discuss the main approaches for graph representation learning when associated information is available for every vertex or when we have different node or edge types. Section 8 explores the problem of graph classification using graph kernel methods and neural networks, and finally, Section 9 concludes the document and discusses possible future directions.
2 Sequence Representation

The structure of graphs can be captured by sets of random walks starting at every vertex of the graph. Each of these random walks forms a sequence of vertices. Therefore, the algorithms for word representation that uses sequences of words (sentences) as the input can also be exploited for graph representation Perozzi et al. (2014). Word representation or word embedding is an important tool in language modeling Bengio et al. (2003), which helps algorithms to extract similar words. The idea is that given a corpus, similar words would appear within similar context. A context of a word is the set of surrounding words in the same sentence.

The basic word representation is a 2-gram or one-word context, in which we only care about the co-occurrence of a word and its context that includes only one word. Basically two words are similar if they appear within similar context more often. An N-graph is the generalization of 2-gram which focuses on the appearance of similar words in similar contexts that have more than one word. The most well-known word representation learning algorithm is Skip-gram (Mikolov et al., 2013b,a), which we discuss in more detail.

Given a corpus with $n$ words, originally each word $w$ is represented using an one-hot-encoding vector, which is an $n$-dimensional binary vector that has one entry for each word in the corpus. The one-hot vector representation of $w$ has only one non-zero element located in the column corresponding to word $w$. The objective is to learn a $d$-dimensional vector representation for each word, such that $d \ll n$ and similar words have close vector representations.

Skip-gram measures the similarity of words based on their context. The context of a target word $w$ is a window of words surrounding the target word, which is called the context words $c$. The objective function of Skip-gram is to maximize the probability of predicting the context words given target words:

$$
\max \sum_{w \in \mathcal{V}} \sum_{c \in \mathcal{V}_c} \log P(c|w),
$$

where $\mathcal{V}$ is word vocabulary and and $\mathcal{V}_c$ is the context vocabulary, which may be considered to be equal to $\mathcal{V}$. Skip-gram estimates $P(c|w)$ using a softmax function:

$$
P(c|w) = \frac{\exp(\Phi(w)^T \Phi(c))}{\sum_{c' \in \mathcal{V}} \exp(\Phi(w)^T \Phi(c'))},
$$

where $\Phi(.)$ is a function from vocabulary space to a $d$-dimensional vector representation.
However, because the size of the context vocabulary is often very large, computing the denominator in the above softmax is prohibitive. To overcome this obstacle hierarchical softmax (Morin and Bengio, 2005) and negative sampling (Mikolov et al., 2013c; Dyer, 2014) have been widely used.

The idea of hierarchical softmax is to group words into classes in order to reduce the summation. If we can predict the class of each word, then we only have to do the summation for the words belonging to that class, which reduces the required computation significantly. Morin and Bengio (2005) propose using hierarchical clustering, in which they form a binary tree of classes, and each intermediate node only predicates whether the word belong to the left or right sub-classes. They use softmax, for prediction at intermediate node:

\[ P(b_l = 1|w) = \sigma(\Psi(b_l)^T\Phi(w)), \]

where \( \Psi(\cdot) \) is the vector representation of each intermediate node and \( \sigma(\cdot) \) is the sigmoid function: \( \sigma(x) = 1/(1 + \exp(-x)) \). Since the variable of the intermediate nodes are binary, we don’t need to compute the normalization constant by simply selecting \( P(b_l = 0|w) = 1 - P(b_l = 1|w) \). Using hierarchical softmax, Relation 2 can be computed using:

\[ P(c|w) = \prod_{l=1}^{\lceil \log |V| \rceil} P(b_l|w), \]

which needs evaluating \( \lceil \log |V| \rceil \) different softmax functions and is exponentially more efficient than computing Relation 2. For example, Figure 1 shows a factorization for computing \( P(v_3|\Phi(v1)) \) as \( P(b1 = 0|\Phi(v1))P(b2 = 1|\Phi(v1))P(b5 = 0|\Phi(v1)) \).

Mikolov et al. (2013c) introduce negative sampling as another way to deal with the computational complexity of the normalization constant of the softmax relation (Relation 2). Negative sampling penalizes the co-occurrence of random context words and the target words. Therefore, the objective function of skip-gram becomes the following:

\[ \sigma(\Phi(c)^T\Phi(w)) + \sum_{i=1}^{k} E_{c' \sim P_D}[\log \sigma(-\Phi(w)^T\Phi(c'))], \]

where \( P_D \) is an empirical unigram distribution: \( P_D(c) = \frac{\#(c)}{D} \).

Levy and Goldberg (2014) show that optimizing the above objective function is similar to factorization of matrix \( M \), whose elements, \( M_{ij} \), are shifted point-wise mutual information
(PMI) of words and contexts: \( M_{ij} = \log \frac{\#(w,c) \mid D}{\#(w) \#(c)} - \log k \). To learn the representation using matrix factorization the goal is to reconstruct the matrix \( M \) as the linear product matrix \( U \in \mathbb{R}^{|V| \times d} \) and \( V \in \mathbb{R}^{|V| \times d} \):

\[
\min_{U,V} M - UV^T,
\]  

where there rows of \( U \) and \( V \) are the vector representations of target words and context words, respectively.

## 3 Learning Graph Representation

Similar to word representation, the goal of graph representation is to learn a low-dimensional vector for each vertex in the graph such that the vector representation carries the structural properties of the graph. Formally, for graph \( G(V, E) \) of vertex set \( V \) and edge set \( E \), we want to learn a \( d \)-dimensional vector representation \( \Phi(v) \) for each \( v \in V \) such that \( d \ll |V| \).

DeepWalk (Perozzi et al., 2014) suggests using a model similar to the Skip-gram model for learning \( \Phi(v) \), which maps vertex \( v \) to its vector representation. DeepWalk relates each vertex to one word and the set of random walks on the graph \( G \) to the corpus. Using this relationship, DeepWalk successfully applies the Skip-gram model for learning the graph representation. DeepWalk generates a set of fixed-length random walks \( R_v \) starting at every vertex \( v \) of the graph. Then for every vertex \( v_j \) of random walk \( R_v \), it considers the vertices surrounding \( v_j \) (in a window centered at \( v_j \)) as the context of \( v_j \). Finally, the
representation vector of \( v_j \), \( \Phi(v_j) \), is calculated by optimizing the following relation:

\[
\max_{\Phi} \sum_{i \in \{j-w, \ldots, j-1, j+1, \ldots, j+w\}} \log P(v_i|\Phi(v_j)),
\]

where the size of the window is \( 2w \).

DeepWalks uses hierarchical softmax to compute the probability of \( P(v_i|\Phi(v_j)) \).

Node2vec (Grover and Leskovec, 2016) is another successful representation learning approach for graphs which is similar to DeepWalk in term of objective function and using random walks, however it uses negative sampling instead of hierarchical softmax to overcome the intractability of Relation 2. Moreover, Node2vec defines the neighborhood of node \( v_j \) as its context, and introduce methods for extracting the neighborhood of a vertex.

The main difference between the random walk exploration and neighborhood exploration is in introducing a search bias \( \alpha \), which controls selecting the next node to visit not only based on the current node, but also on the previous node. To select the next node to visit we need to sample from:

\[
P(v_j = x|v_{j-1} = v, v_{j-2} = t) = \begin{cases} 
\frac{\alpha(t,x)^{w_{wx}}}{Z} & \text{if } (v,x) \in E \\
0 & \text{otherwise}
\end{cases},
\]

where \( Z \) is the normalization constant, and \( \alpha \) is defined based on the shortest path distant \( d_{tx} \) between node \( t \) and \( x \) as the following:

\[
\alpha(t, x) = \begin{cases} 
\frac{1}{p} & \text{if } d_{tx} = 0 \\
1 & \text{if } d_{tx} = 1 \\
\frac{1}{q} & \text{if } d_{tx} = 2
\end{cases},
\]

where \( p \) and \( q \) are positive parameters that control neighborhood exploration. \( p \) controls how often the random walk revisits the previous node, and \( q \) controls how often the random walk explores nodes that are not immediate neighbors of the previous node. For example, for \( p \gg 1 \) and \( q \ll 1 \) results in random walks which are more likely emulating depth-first search, while the random walks generated with \( p > q \gg 1 \) are more likely emulating breadth-first search.

Although DeepWalk and Node2vec are successful in learning graph representations, they mostly suffer from the fact that random walks only capture local structural properties of graphs; therefore, what they learn mostly depends on what random walks can capture.
Moreover, to learn the representation of large-scale graphs, they may need many random walks for each vertex which is prohibitive.

Tang et al. (2015b) address these problems by defining an objective function which directly depends on the structure of graph instead of relying on random walks for capturing the structure of input graphs. This objective function is based on the definition of proximity in graphs, which includes first-order proximity and second-order proximity.

**First-order proximity** is the pairwise similarity between two vertices \( v_i \) and \( v_j \), defined as the joint probability distribution over both of them: 

\[
P(v_i, v_j) = \sigma(\Phi(v_i)^T \Phi(v_j))
\]

**Second-order proximity** is the pairwise similarity between two vertices \( v_i \) and \( v_j \) that share similar context or neighborhood, and is defined using \( P(v_i|v_j) \):

\[
p(v_i|v_j) = \frac{\exp(\Phi(v_i)^T \Phi(v_j))}{\sum_{k=1}^{|V|} \exp(\Phi(v_k)^T \Phi(v_j))} \tag{10}
\]

Tang et al. (2015b) define empirical distributions based on the graph structure for both \( P(v_i, v_j) \) and \( P(v_i|v_j) \), and then minimize the distant between empirical distribution and the model defined as KL-divergence.

The empirical distribution for \( P(v_i, v_j) \) is defined as \( \frac{w_{ij}}{W} \), where \( W \) is the total weights of the edges in the graph and \( w_{ij} \) is the weight of the edge between vertex \( i \) and vertex \( j \). Similarly, the empirical distribution for \( P(v_i|v_j) \) is defined as \( \frac{w_{ij}}{\sum_i w_{ij}} \).
Therefore, minimizing KL-divergence for these two models results in the objective functions $O_1$ and $O_2$ for the first-order and second-order proximity, respectively:

$$O_1 : \min_{\Phi} - \sum_{(i,j) \in E} w_{i,j} \log P(v_i, v_j)$$

$$O_2 : \min_{\Phi} - \sum_{(i,j) \in E} w_{i,j} \log P(v_i | v_j)$$

(11)

Tang et al. (2015b) experimentally show that optimizing either $O_2$ or $O_2 + O_1$ is learning a better representation comparing to DeepWalk.

### 3.1 Multi-Scale Representation

In general, Skip-gram based models only consider the linear interaction of vertices by considering the co-occurrence of context vertices and target vertices together. However, a random walk sequence captures multi-scale information from the graph. A random walk of length $k$ can be considered as a sample from $P^k$, two samples from $P^{k-1}$, and so on, where $P$ is the normalized transition matrix of the graph. Therefore, the amount of information about different scale is not balanced. To make a balanced multi-scale representation, Walklets Perozzi et al. (2016) extend the idea of DeepWalk by generating samples from different scales. Walklets construct skipped random walks, in which two adjacent vertices in the skipped random walk of scale $k$ are $k - 1$ vertex apart in the original random walk. Therefore, it can generate enough samples from all target scales, then use Skip-gram to learn a multi-scale representation for the graph.

Similar to Walklets, GraRep (Cao et al., 2015) learns multi-scale representation for a graph. For scale $k$, GraRep, factorizes $P^k$ using SVD and find d-dimension representation, and finally concatenate all representation of different scales together.

Comparing to Walklets, GraRep using the whole $P^k$ instead of samples from it, which makes it more computationally expensive. However, we can extract the representation of each scale easily from the representation learned by GraRep, which is not possible for the representation learned by Walklets.

Using matrix factorization for learning graph representation and random-walk based approaches are connected as Yang and Liu (2015) show that optimizing DeepWalk objective function is equal to factorizing matrix $M = \log \sum_i P^i$ following the formulation of Levy and Goldberg (2014) for relation of matrix factorization and Skip-gram.
4 Guided Representation Learning

The learned representation may be used for different optimizations for other tasks such as vertex clustering or classification. Jointly learning of representation and the target application results in a better-guided representation. Here, we discuss guided representation learning for both vertex classification and clustering.

4.1 Vertex Classification

Vertex classification is an important problem since many semi-supervised learning algorithms can be reduced to vertex classification (Zhu et al., 2005). The graph captures the similarity among the points, so every vertex represents one data point either labeled or unlabeled. This problem is also known as collective classification (Sen et al., 2008). Several methods have been proposed for collective classification such iterative classification (Sen et al., 2008). Label Propagation (Zhu and Ghahramani, 2002) is another well-known algorithm for vertex classification, in which the labels of the unlabeled points are decided based on the majority vote on the labels of the neighbors, and since many neighbors may be originally unlabeled; therefore, Label Propagation iteratively do the label assignment until it converges.

In general, in a semi-supervised setting, we are given the labels of a portion of data points, and the problem is to determine the labels of remaining unlabeled points. This setting is important since the number of labeled data is limited while we often access to considerable amount unlabeled data. The hypothesis of semi-supervised learning is to take the advantage of the unlabeled data to improve the performance of learning algorithms. However, it has been studied that an infinite number of unlabeled data is not always beneficial (Nadler et al., 2009).

Semi-supervised problems can be seen as the supervised problems with regularization on the graph of point similarities (Weston et al., 2012):

\[
\min \sum_{i=1}^{N_l} l(y_i, f(x_i)) + \lambda \sum_{i,j=1}^{N_l+N_u} L(f(x_i), f(x_j), W_{ij}),
\]

where \( N_l \) and \( N_u \) is the number of the labeled and unlabeled points, respectively, and \( W_{ij} \) is the weight of similarity of point \( i \) and point \( j \). If we defined the regularization function
\( L = \sum_{ij} W_{ij}||f(x_i) - f(x_j)||^2 \) then \( L = f^T \Delta f \), where \( \Delta = D - W \) is the Laplacian of the similarity graph and \( D \) is a diagonal matrix \( D_{ii} = \sum_j W_{ij} \).

Graph embedding has also been used for vertex classification (Tang et al., 2015b; Grover and Leskovec, 2016). In those settings the learned representation of labeled and unlabeled vertices is used as the input features in traditional classification algorithms such as SVM. However, recently, Yang et al. (2016) show that we can get better classification performance if we jointly learn the graph embedding and train the classification algorithm. Yang et al. (2016) introduce a combined objective function for the joint learning:

\[
\min - \frac{1}{N_l} \sum_{i} \log P(y_i|\mathbf{x}_i, \mathbf{e}_i) - \lambda E(i,c,\gamma) \log \sigma(\gamma \mathbf{w}_c^T \mathbf{e}_i),
\]

where the first term is the supervised loss and the second term is the unsupervised term. In Relation 13, \( e_i \) and \( x_i \) are the representation and input feature of vertex \( i \), respectively, and \( w_c \) is the representation of the context \( c \). \( \gamma \) controls the negative samples such that if \( \gamma = -1 \), we randomly sample a context \( c \) from possible vertices. If \( \gamma = 1 \), we select the context based on the samples random walk similar to DeepWalk (Perozzi et al., 2014). Here, \( y_i \) is label of the labeled vertices. This setting is transductive, which means that it cannot classify an unseen point.

Yang et al. (2016) also give an inductive formulation for this setting by removing the dependence of the supervised part on embedding \( e_i \). A classifier trained using inductive formulation can classify unseen data points.

### 4.2 Vertex Clustering

In graph clustering, the objective is to label each vertex with the community that it belongs to. However, similar to many data clustering algorithms such as K-means, the number of communities are not known in advance. The problem of community detection or graph clustering has been studied extensively. Among the developed algorithms modularity based community detection (Brandes et al., 2008), spectral clustering algorithms (Spielmat and Teng, 1996; Lin and Cohen, 2010), label propagation (Zhu and Ghahramani, 2002; Fujiwara and Irie, 2014; Ugander and Backstrom, 2013) have been more successful.

An interesting connection of graph clustering or vertex clustering to the representation learning is that we can use embedded vector of vertices as data points and run K-means clustering to find possible graph clustering. This is similar to spectral clustering, but in
spectral clustering, the representation is constructed using the eigenvectors, while in the representation learning, the embedded vector is learned using probabilistic methods.

We can improve the objective function with extra terms that guides the learning procedure to force the vectors of vertices in similar communities to be close to each other, especially if the target application of the representation learning is a vertex clustering application (Zheng et al., 2016; Tu et al., 2016; Wang et al., 2017).

To capture the community structure from the embedding, Zheng et al. (2016) use Gaussian mixture models (Bishop, 2006) to find the clusters given the embedding of the vertices. They suppose that the embedding of vertices of a cluster has a multivariate Gaussian distribution. Therefore, the embedding for the community $k$ of the graph $G$ is defined as tuple $(\Psi_k, \Sigma_k)$, where $\Psi_k$ and $\Sigma_k$ are the mean and covariance matrix of a multivariate Gaussian distribution over the vertex embedding of $G$. As a result, community embedding characterizes the conditional probability of vertex $v_i$ be a member of community $k$ as a Gaussian distribution parameterized by $\Psi_k$ and $\Sigma_k$:

$$P(v_i|z_i=k) = \mathcal{N}(\Phi(v_i); \Psi_k, \Sigma_k),$$

where $z_i$ is the hidden variable indicating the community of vertex $v_i$. Therefore, the objective function for the community embedding becomes:

$$O_3 = \beta \frac{N}{K} \sum_{i=1}^{N} \log \sum_{k=1}^{K} \pi_k \mathcal{N}(\Phi(v_i); \Psi_k, \Sigma_k),$$

where $\pi_k$ is the fraction of nodes resides in the cluster $k$, $N$ is the total number vertices in the graph, and $K$ is the number of clusters. $\beta$ controls the contribution of $O_3$ in the overall objective function with first-order and second-order proximity terms.

5 Learning Representation using Neural Networks

The goal of representation learning or embedding is to define a mapping $f : \mathcal{R}^n \rightarrow \mathcal{R}^d$ such that $d \ll n$. The function $f$ is used to transform points from the original space into a low-dimensional space, which is similar to dimensionality reduction. Therefore, the approaches for dimensionality reduction can also be used to define the mapping. For example, singular value decomposition (SVD) is a well-known linear dimensional reduction method, which factorizes the matrix of data points $X$ as $X \approx UV^T$, where $X$ is $m \times n$
Figure 3: Simple stacked autoencoder with two layers of hidden variables.

matrix of \( m \) \( n \)-dimensional data points, and \( U \) and \( V \) are two \( m \times d \) matrices. \( \Lambda \) is diagonal matrix of \( d \) singular values. In this setting the \( d \)-dimensional representation of each point \( x_i \) is defined as \( \Lambda V_i^T \).

Another successfully applied dimensionality reduction is non-linear transformation. Laplacian eigenmaps (Belkin and Niyogi, 2003) try to learn a representation for data points considering the proximity of the points encoded as a similarity matrix \( W \). To find the representation, we have to minimize the following objective function:

\[
L = \sum_{i,j} W_{ij} \| f_i - f_j \|^2 = f^T \mathcal{L} f
\]

\[
s.t. f^T D 1 = 0, f^T D f = I,
\]

(16)

where \( \mathcal{L} = D - W \) is the laplacian and \( D \) is a diagonal matrix such that \( D_{ii} = \sum_j W_{ij} \).

The goal of the constraints is to make the representations balanced.

Another non-linear approach for learning representation is using neural networks. These type of neural networks are called autoencoders (Vincent et al., 2010). Figure ?? shows a simple autoencoder with two layers of hidden variables. The objective function of an autoencoder is minimizing the reconstruction loss: \( \sum_{x \in D} \| \hat{x} - x \| \), where \( D \) is the training set of points. After learning the parameters, the embedded vector of an input data point is the value of the middle hidden layer for that input. Autoencoders are computationally more efficient than SVDs (the learning time of autoencoder is linear in the number of vertices, while the running time of SVD is quadratic in the number of vertices (Cao et al., 2016)).

Given an adjacency matrix \( A \) for a graph \( G \), if we consider each row of matrix \( A \) as a sample point \( A_i \), then we can use a stacked autoencoder to learn a representation for
each sample point. Here, for each vertex $i$, the corresponding input vector $A_i$ contains the neighborhood information of vertex $i$. Therefore, the representation that we learn using a stacked autoencoder embeds the second-order proximity (Wang et al., 2016). However, since the most entries of $A_i$ are zero, naively using autoencoder to minimize the reconstruction loss results in reconstructed vector $\hat{A}_i$ whose all of its entries are zero. To address this problem, Wang et al. (2016) use a modified loss function that increases the loss when the value of the entry is one. The modified loss function encourages the autoencoder to avoid predicting all zero vector:

$$L_2 = \sum_{i=1}^{n} \| (\hat{x}_i - x_i) \odot b_i \|^2_2,$$

(17)

where $\odot$ is element-wise multiplication, and $b_{ij}$ is one when $x_{ij}$ is zero and some value greater that one when $x_{ij} = 1$. Therefore, the model is forced to learn a meaningful representation by increasing the loss when $x_{ij} = 1$.

The aforementioned loss function only preserves the second-order proximity. To preserve the first-order proximity, we need the learned representation of two vertices be close to each other if those vertices are neighbors in the graph. There if $A_{ij}$ is one we want to $g(A_i)$ and $g(A_j)$ be close to each other. Wang et al. (2016) introduce the following objective to satisfy the first-order proximity:

$$L_1 = \sum_{ij} A_{ij} \| y^{(K)}_i - y^{(K)}_j \|^2_2$$

(18)

Figure 4 shows how two autoencoders for two vertices interact to preserve the first-order proximity. It is worth mentioning that each of the instances of the autoencoder shares the weight vectors. By jointly optimizing $L_1$ and $L_2$, the learned representations satisfy both first-order and second-order proximity objectives. Wang et al. (2016) experimentally show that using stacked autoencoders results in better performance comparing to LINE (Tang et al., 2015b), which optimizes the first-order and second-order proximity objectives using a shallow neural model.

In another work, Cao et al. (2016) build on their previous work GraRep (Cao et al., 2015) by replacing SVD with a stacked denoising autoencoder. Moreover, instead of factorizing each $P_k$ separately, they apply dimensionally reduction on combination of them: $r = \sum_{k=1}^{K} w(t) P_k$, where $w(t)$ is a non-decreasing function.
6 Information Enhanced Representation Learning

The method previously described for learning representation of graphs, only considers the structure of the graph for finding the representation, while in many real-world graphs, other information is attached to the users, which can improve the learned representation. For example, in the Twitter graph, each user is a vertex in the graph, and the edges show the friend and follower relationship. Suppose we are interested in learning the vertex representations such that the representations of the political tweets are close to each other. Such a representation can be used to group the political users together. Having the information about the users’ tweets helps the representation to better distinguish between political and non-political users. This problem is known as collective classification (Sen et al., 2008), in which the labels of the subset of users are given as the training data. We study the classification of vertices in Section 4.

Yang et al. (2015) use both the structure of a graph and text features associated with each vertex to learn a representation, which is called text-associated deep walk (TADW). Yang et al. (2015) first show that the vertex representation learned by DeepWalk (Perozzi et al., 2014) can also be obtained by using matrix factorization. A similar result has been shown for learning word representation using skip-gram (Levy and Goldberg, 2014). In the matrix factorization version of DeepWalk, the objective is to find a factorization of a low-rank matrix $M$ to minimize:

$$
\min_{W, H} \sum_{ij} (M_{ij} - (W^T H)_{ij})^2 + \frac{\lambda}{2} (\|W\|_F^2 + \|H\|_F^2),
$$

(19)
where $W \in \mathbb{R}^{|V| \times k}$ such that each rows shows the representation of the target vertices and $H \in \mathbb{R}^{k \times |V|}$ such that the columns show the representation of the context vertices (Yang et al., 2015). The matrix $M$ is computed from the generated random walks:

$$M_{ij} = \log \frac{N(v_i, c_j)}{N(v_i)},$$

(20)

where $N(.)$ and $N(.,.)$ count the occurrence and the co-occurrence of the vertices and contexts. In order to incorporate the text features, TADW supposes that the text features for each vertex is given as matrix $T \in \mathbb{R}^{f_t \times |V|}$, where $f_t$ is the dimension of the text features. Therefore, TADW minimizes the following matrix factorization objective functions:

$$\min_{W,H} \sum_{ij} (M_{ij} - (W^THT)_{ij})^2 + \frac{\lambda}{2} (\|W\|_F^2 + \|H\|_F^2),$$

(21)

where $H \in \mathbb{R}^{k \times f_t}$. In the task of vertex classification when the text features are available, TADW shows a considerable improvement over DeepWalk and other representation learning methods that only consider the structural properties of the graph. However, for large-scale graphs solving Relation 21 is very computationally expensive in terms of constructing matrix $M$ and running matrix factorization methods such as SVD. To alleviate this problem, TADW constructs an approximation of $M$ which reduces the accuracy of the algorithms.

To address the scalability problem, Pan et al. (2016) introduce a coupled neural network architecture that learn representation from three parties: graph structure, node contents and node labels (if is available otherwise it ignores this part). This architecture is called
Tri-Party. Figure 5 shows the architecture of Tri-Party as well as the neural network models of the DeepWalk method. The Tri-Party's neural network model can capture the inter-node occurrence similar to DeepWalk, while it can also capture node-word and label-word occurrence. Comparing to TADW, Tri-Party extracts the text features jointly with learning the representation, while TADW first learns the text features and then used it for learning the vertex representations. In tasks of vertex classification, Pan et al. (2016) show that Tri-Party is constantly better than TADW.

7 Heterogeneous Graph Embedding

Many existing algorithms for graph embeddings only consider the homogeneous graphs while nowadays, many real-world networks are heterogeneous. For example, in social networks, we can have multiple node types such as videos, images, text, and users, which are connected through edges with multiple types as well (Sun and Han, 2013). Some edges link single classes of objects, for example, image to image, while some others link different class of objects such as users to images.

A successful embedding methods for the heterogeneous should jointly consider the multiple content types and structural properties of the graphs.

The main problem of jointly learning the vertex representation is that relations among different vertex types have different semantic, so they are not comparable in general. Therefore, using methods such as DeepWalk (Perozzi et al., 2014) or LINE (Tang et al., 2015b) that does not discriminate among different relation types result in a poor performance in the presence of heterogeneous networks.

Two main approaches have been introduced to solve this problem. One approach is to separate the networks of different types and jointly learn a representation for all networks. In this approach, the heterogeneous network is union several homogeneous networks. Tang et al. (2015a) study learning a word embedding by constructing a heterogeneous networks, which consists, a network of word-word relations, a network of word-document relations, and a network of word-label relations. They have extended LINE’s objective function (Equation 11) by introducing separate terms for different networks and then jointly optimizing them:

\[ O = O_{ww} + O_{wd} + O_{wl}, \]  

(22)
$O_{ww}$, $O_{wd}$, and $O_{wl}$ are the objectives of word-word, word-document, word-label networks, respectively.

Similarly, Xu et al. (2017) separate a heterogeneous network into the constructing homogeneous networks and edges between these networks. As it learns a latent space representation for the vertices of each network using first order proximity similar to LINE (Tang et al., 2015b), it also considers the inter-network edges that connect two homogeneous networks. To represent these edges, Xu et al. (2017) defines the following joint probability over the nodes from two different networks:

$$p(u_i, v_j) = \frac{1}{1 + \exp(-u_i^T M v_j)}, \quad (23)$$

where $M$ is $d_u \times d_v$ real-valued matrix that relates the latent space of two homogeneous networks and $d_u$ and $d_v$ are the dimension of the representations of the networks. For two homogeneous network $G_u(V_u, E_u)$ and $G_v(V_v, E_v)$ and crossing edges $E_{uv}$, the final objective of this model becomes as:

$$O = L_{pos} + L_{neg} + L_{reg}, \quad (24)$$

where $L_{pos}$ emphasizes the existing edge, $L_{neg}$ penalizes the model for considering an edge between two not-connected vertices, and $L_{reg}$ is the regularization part: $L_{reg} = \lambda \sum_{i \in V_u} \|u_i\|^2 + \gamma \sum_{i \in V_v} \|v_i\|^2 + \|M\|$. Here the parameter $\gamma, \lambda$ and $\beta$ are for adjusting the regularization on different part of the objective function.

Xu et al. (2017) define $L_{pos}$ as:

$$L_{pos} = - \left[ \sum_{(i,j) \in E_u} w_{ij}^u \log p(u_i, u_j) + \sum_{(i,j) \in E_v} w_{ij}^v \log p(v_i, v_j) + \sum_{(i,j) \in E_{uv}} w_{ij}^{uv} \log p(u_i, v_j) \right]. \quad (25)$$
The goal of $L_{neg}$ is penalize the model from presenting an edge between two vertices that are not connected:

$$L_{neg} = - \left[ \sum_{(i,j) \notin E_u} w_{ij}^u \log 1 - p(u_i, u_j) + \sum_{(i,j) \notin E_v} w_{ij}^v \log 1 - p(v_i, v_j) + \sum_{(i,j) \notin E_{uv}} w_{ij}^{uv} \log 1 - p(u_i, v_j) \right].$$

(26)

However, considering all pairs of vertices in a large-scale graph is impractical; therefore, Xu et al. (2017) only use a limited number sample from all possible pairs.

In another approach, Chang et al. (2015) introduce HNE which learns a representation for a heterogeneous network of image and text data. HNE uses convolutional neural networks for embedding image data and fully connected neural networks for embedding text. However, it supposes that the vector representation of text data and image data are not comparable, so it introduces matrices $U$ and $V$, which map the vector representation of image and text data, respectively, into an $r$-dimensional space using linear transformations. Figure 6 shows the architecture of HNE.

Given $t_j$ and $x_j$ are text and image samples, respectively, the output representation of a convolutional neural network is a $d_T$ dimensional vector $g_T(t_j)$ and the output representation of a fully connected neural network $d_I$ dimensional vector $g_I(x_j)$.
linear transformation maps both of these vectors into a $r$-dimensional space:

$$\hat{g}_I(x_j) = U^T g_I(x_j)$$

$$\hat{g}_T(t_j) = V^T g_T(t_j)$$

Finally, HNE minimizes the following objective function over the set of parameters of convolutional neural network $P_I$, full connected neural network $P_T$, and linear transformation matrices $U$ and $V$ using stochastic gradient descent:

$$\min_{P_I, P_T, U, V} \frac{1}{N_{II}} \sum_{v_i, v_j \in V_I} L(\hat{g}_I(x_i), \hat{g}_I(x_j))$$

$$+ \frac{\lambda_1}{N_{TT}} \sum_{v_i, v_j \in V_T} L(\hat{g}_T(t_i); \hat{g}_T(t_j))$$

$$+ \frac{\lambda_2}{N_{TI}} \sum_{v_i \in V_T, v_j \in V_I} L(\hat{g}_T(t_i); \hat{g}_I(x_j)),$$

where $V_I$ and $V_T$ are the set of image and text vertices, respectively, and $N_{II}$, $N_{IT}$, and $N_{TT}$ are the number of image-image, image-text, and text-text in the heterogeneous graphs. The loss function $L$ is defined as $L(y_i, y_j) = \log(1 + \exp(-A_{ij}y_i^Ty_j))$, where $A_{ij}$ is one if there exists an edge between the vertices represented by $r$-dimensional vectors $y_i$ and $y_j$, otherwise $A_{ij}$ is zero. The loss function $L$ forces the $r$-dimensional representation of vertices become close to each other if they are neighbours in the heterogeneous graph.

### 8 Classification of Graph Data

Classification of graph data has very important applications such as protein-protein interaction or predicting the functionality of the chemical compounds. In the graph classification problem, we are given a set of graphs $\{g_1, g_2, \cdots, g_n\}$, in which only the labels of a subset of graphs are seen, and the goal is to predict the label of unseen graphs.

Graph classification is a difficult task known to be NP-hard since we can reduce it to check graph isomorphism. The basic method for comparing two graphs $g_i$ and $g_j$ is to compute the edit-distance between two graphs, which is the number of modification needed for transforming graph $g_i$ to graph $g_j$. 
8.1 Kernel Graphs

Kernel methods are one of the major development in machine learning. A kernel measures the similarity of the data points, which can be used for classification. For example, for a simple linear classification task $h(x) = \text{sign}(w^T q(x) + b)$ can be rewritten as $h(x) = \text{sign}(\sum \alpha_i k(x, x_i) + b)$, where $k(x, x_i) = q(x)^T q(x_i)$ is the kernel function that measures the similarity of sample points using the extracted feature function $q(.)$.

Similarly, we can define $k(g_i, g_j)$ to measure the similarity of two graphs $g_i$ and $g_j$. In this case $q(g_i)$ is the vector of features extracted from graph $g_i$. Different graph kernel methods merely differ based on how they extracted features from graphs. The most common graph kernels are random walk kernels (Borgwardt et al., 2005b), shortest-path kernels (Borgwardt and Kriegel, 2005), graphlet kernels (Shervashidze et al., 2009), and Weisfeiler-Lehman graph Kernels (Shervashidze et al., 2011).

In the following sections, we briefly discuss the computation of these graph kernels.

8.1.1 Random-Walk Graph Kernels

A random-Walk kernel $k_{sp}(g_i, g_j)$ measures the similarity of two labeled graphs $g_i$ and $g_j$ by comparing the random walks of the graphs. A label graph has a label $l^v \in \{l_1, l_2, \cdots, l_k\}$ to every vertex $v \in V$. The vector $q(g_i)$ is formed by counting the number of tuples $(l_s^i, l_d^i, m)$ generated from the graph, where $l_s^i$ and $l_d^i$ are the labels of source vertex $s$ and destination vertex $d$ in a walk, respectively, and $m$ is the length of the walk.

8.1.2 Shortest-Path Graph Kernels

Shortest-path kernels (Borgwardt and Kriegel, 2005) are similar to random-walk graph kernels but the tuples $(l_s^i, l_d^i, m)$ are formed from the shortest paths instead of walks. Shortest-path kernels are more accurate compare to random-walk kernels since the shortest paths are more direct compare to random walks. However, forming shortest-path kernels needs the computation of all shortest paths which is $O(n^3)$ so forming the shortest-path kernel is $O(n^4)$. 
8.1.3 Graphlet Graph Kernels

The graphlet kernels (Shervashidze et al., 2009) count the number of substructures, graphlets, in the graphs. Figure 7 shows the set of non-isomorphic graphlets with fewer than six vertices. For this set of graphlets, \( q(g_i) \) has 52 to entries, and each entry shows the normalized count of the corresponding graphlet in the graph \( g_i \). For counting graphlets with \( k \) vertices in a graph with \( n \) vertices, we need to explore \( (\binom{n}{k}) \) combinations, which has complexity \( O(n^k) \). Therefore, graphlet counting is more practical with smaller \( k \). To alleviate this problem, Shervashidze et al. (2009) suggest sampling the graphlets from the graph instead of exhaustive search.

8.1.4 Weisfeiler-Lehman Graph Kernels

This category of kernels is based counting the share subtrees in graphs. Weisfeiler-Lehman graph kernel uses an iterative relabeling process to compute the kernel values, and it designed for labeled graphs. Each relabeling iteration maps graph \((V, E, L_h)\) to \((V, E, L_{h+1})\), in which only the labels of the vertices are different. In iteration \( h \), each vertex \( i \) collects the labels of its neighbors as tuple of \((l_i, l_{N(i)})\), where \( l_i \) is the label of vertex \( i \) and \( l_{N(i)} \) is the set of labels of the neighbors of vertex \( i \) (Figure 8.a). At the end of each iteration, the relabeling process assigns a new label for each tuple such that similar tuples get similar labels (Figure 8, part c, and d). The final feature for each graph is the concatenation of the label counts for each iteration (Figure 8.e).

8.2 Graph Classification Using Neural Network

The main problem of graph kernels is that the extracted features from the graphs are not independent (Narayanan et al., 2016; Yanardag and Vishwanathan, 2015). For example, one path of length \( l \) also includes the paths of length \( l - 1 \). Therefore, the vector
Figure 8: (Shervashidze et al., 2011) One iteration of the Weisfeiler-Lehman graph kernel.

Representations of two graphs may become dissimilar although the substructures in these two graphs are similar. Yanardag and Vishwanathan (2015) shows this effect and names it as *diagonal dominance*, which is shown in Figure 9. The matrices show constructed Weisfeiler-Lehman kernels for classifying MUTAG dataset (Debnath et al., 1991).

To address this problem, Yanardag and Vishwanathan (2015) modify the graph kernels in order to consider the similarity among the substructures used for feature extraction from the graphs:

$$K_d(g_i, g_j) = q(g_i)^T M q(g_j),$$

(30)

where $M$ is the matrix express the similarity among the substructures. Yanardag and Vishwanathan (2015) use Skip-gram (see Section 2) to learn $M$. However, in order to
use Skip-graph, we need to define the co-occurrence for the substructures. Yanardag and Vishwanathan (2015) define a graph of edit-distance over the substructures and consider two seen substructures as co-occurred if they are neighbors in the edit distance graph.

Using matrix $M$ for emphasizing the similarity of the substructures increases the graph classification accuracy for the same feature extraction methods (Yanardag and Vishwanathan, 2015).

Another approach to consider graph structure in embedding is subgraph2vec (Narayanan et al., 2016), which tries to predict a subgraph context given each subgraph. Each subgraph is extracted as a breath-first-search tree rooted at each node based on Weisfeiler-Lehman relabeling process (Shervashidze et al., 2011), and the context of each subgraph is the rooted BFS tree extracted from all neighbors. Different from the aforementioned walk-based approaches, subgraph2vec benefits from non-linear context which is more suitable for graph data.

The state-of-the-art algorithm for graph classification defines a convolution neural network (CNNs) over input graphs (Niepert et al., 2016).

CNNs were successfully applied in different domains especially vision and natural language processing (Krizhevsky et al., 2012; Karpathy et al., 2014; Kim, 2014; Zhang et al., 2015). The main idea of CNNs to extract features from local regions of the input by moving a filter over different regions. However, in practice, we have a separate filter for each region, but they share their weight to emulate the convolution of a filter. A local region connected to a filter is called the receptive field of that filter. The convolution layer is followed by
pooling layer which downsamples the output of the previous layer. The convolution layer and pooling layer may be used for extracting more than one common features.

In the model developed by Niepert et al. (2016), each receptive field of the convolution neural network receives a normalized subgraphs from the input graph. However, the input of neural networks is fixed-length, but the graph data has a variable size. Therefore, we need to normalize the graph data. Niepert et al. (2016) introduce PATCHY-SAN algorithms to normalize the graph data, and then feed the normalized graph into a convolutional neural network. PATCHY-SAN suppose that the nodes of the input graphs have an ordering, so they are comparable. Given the ordering, it selects a set of $w$ vertices as the root nodes from the ordered set of vertices. It picks root nodes with the stride of $s$, i.e. if it selects vertex $i$ then the next vertex is $i + s$. Then, PATCHY-SAN extracts $k$ nodes in the neighborhood of each root node using breath-first search, where $k$ is the size of the receptive fields of the convolutional neural network. Finally, it normalizes each root node and its neighborhood based on the closeness of each node in the neighborhood to the root node of that neighborhood. Figure 11 shows the process of normalizing graphs using PATCHY-SAN.

DeepGraphs (Li et al., 2016) is another approach for using deep learning for graph classification. However, instead of constructing receptive fields based on neighborhood extraction, it uses heat kernels (Chung, 2007; Bai and Hancock, 2004; Fang et al., 2015) to capture the features from the input graph. Heat kernels over graphs are defined using the eigenvalues and eigenvectors of the normalized graph Laplacian: $L_N = D^{-1/2} A D^{-1/2}$, where
Figure 11: (Niepert et al., 2016) Normalizing the input graph in order to feed to the convolutional neural networks.

$D$ is diagonal matrix of output weights: $D_{ii} = \sum_j W_{ij}$ and $A$ is the adjacency graph. Then the heat kernel for diffusion step $z$ is defined as a function of a pair of vertices $i$ and $j$:

$$h_z(i,j) = \sum_k e^{\lambda_k z} \mu_k(i) \mu_k(j), \quad (31)$$

where $k$ and $\mu_k$ are the $k$th eigenvalue and eigenvector of the input graph, respectively. Heat kernels have interesting properties, for example, every isomorphic graph has the same heat kernels, which makes it suitable for graph comparison and graph classification tasks. However, computing heat kernel is expensive, so instead, Li et al. (2016) use a heat kernel signature. A heat kernel signature over $N$ diffusion steps is defined as a matrix $H \in \mathbb{R}^{|V| N}$, where $H_{iz} = h_z(i, i)$. Heat kernel signatures simplify the computation of heat kernels, while isomorphic graphs have similar heat kernel signatures. However, heat kernel signature $H$ still depends on the ordering of vertices. To address this problem, Li et al. (2016) represent $H$ with another matrix in which each column $j$ is constructed based on the histogram of values on the column $j$ of $H$. In this construction, the order of the vertices is not important anymore, which makes it possible to pass the matrix of histograms as the input to a deep neural network.

9 Conclusion and Future Directions

In this report, we have described representation learning for the graph data in various settings with shallow and deep neural networks. This setting includes homogeneous and heterogeneous networks as well as when associated information is available. We have also discussed how we can learn better representation by jointly learning that with clustering and classification algorithms.
The most promising future direction is to develop a representation learning algorithm that generalizes LINE (Tang et al., 2015b) to capture higher-order proximity. We believe an approach based on message-passing can be better capture higher-order proximity since two vertices with similar context receive similar messages. Moreover, a message-passing approach can easily be implemented over data-parallel graph frameworks such as GraphX (Gonzalez et al., 2014) to scale to very large graphs.

There are some possible directions mainly about jointly learning of the representation and different target application. For example, Zheng et al. (2016) enforce a flat clustering of the vertices, but in many applications, hierarchical graph clustering is more plausible, especially for analyzing the graph structure. Using learning a flat clustering and representation, and constructing the hierarchies from the representations may not be as accurate than jointly learning the hierarchical clustering and representation. We want to further study this specific problem as a future direction.

The representation learning approaches merely explore learning representations for the vertices of the graphs. However, as we have discussed, in the graph classification problems, we are given with different graphs and the problem is to classify the graphs, which depends on feature extractions. However, these feature extractions are expensive, so we want to explore ways to jointly learn vertex representation as well as representation for the whole graphs. Therefore, the graph representations can be used to train classifiers.
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