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Abstract

Relation Extraction (RE) is one of the fundamental
tasks in Information Extraction and Natural Lan-
guage Processing. Dependency trees have been
shown to be a very useful source of information
for this task. The current deep learning models
for relation extraction has mainly exploited this de-
pendency information by guiding their computation
along the structures of the dependency trees. One
potential problem with this approach is it might
prevent the models from capturing important con-
text information beyond syntactic structures and
cause the poor cross-domain generalization. This
paper introduces a novel method to use dependency
trees in RE for deep learning models that jointly
predicts dependency and semantics relations. We
also propose a new mechanism to control the in-
formation flow in the model based on the input en-
tity mentions. Our extensive experiments on bench-
mark datasets show that the proposed model out-
performs the existing methods for RE significantly.

1 Introduction

Extracting semantic relations between entity pairs in text
(i.e., Relation Extraction (RE)) is an important task of in-
formation extraction. In this paper, we focus on the usual
single-sentence setting where two entity mentions appear in
the same sentence and the goal is to identify their semantic
relationship within this sentence. RE has a wide range of
downstream applications, including question answering and
knowledge base population.

Among many different approaches, deep learning has
proven itself as a very effective method for RE in recent
research [Xu et al., 2015a; Nguyen and Grishman, 2016;
Wang et al., 2016a; Fu et al., 2017; Shi ef al., 2018]. The
major factors that contribute to the success of deep learning
for RE involve pre-trained word embeddings to generalize
words and deep learning architectures to compose the word
embeddings to induce effective representations. Recently, de-
pendency trees have also been shown to be useful for deep
learning models applied to RE [Miwa and Bansal, 2016;
Nguyen and Grishman, 2016; Zhang et al., 2018]. The typi-
cal way to exploit dependency trees for RE in deep learning
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models is to rely on the dependency structures to guide the
computations of the models. In particular, the shortest de-
pendency paths between the two entity mentions have been
exploited to form sequences of words for Long Short-Term
Memory (LSTM) networks [Xu et al., 2015b] while the de-
pendency trees themselves are employed to direct the opera-
tion of the graph-based convolutions in recent deep learning
models (i.e., Graph Convolutional Neural Networks [Zhang
etal.,2018])

Despite the good performance of these methods to exploit
dependency information, there are at least two issues that
might prevent them from further improving the performance.
First, as the information flow in the models is restricted to
the structures of the trees, the direct application of the de-
pendency trees in the models might fail to capture important
context information that goes beyond the coverage of such
tree structures. Second, in the cross-domain setting where
the sentences in the training data and test data come from
different domains, the dependency structures in the training
data might also be dissimilar to those in test data. If a model
is trained with the structure guidance for the training data, it
might not be able to generalize to the structure in the test data,
causing the poor performance in the cross-domain setting.

In order to overcome the aforementioned issues, we in-
troduce a novel method to exploit dependency trees for RE
in which the dependency structures of the sentences serve
as the ground-truth in a multi-task learning setting to per-
form both RE and dependency relation prediction simulta-
neously. In this way, instead of using the dependency trees
directly as in the previous approaches, we are using the de-
pendency structures indirectly to encourage the induced rep-
resentations to be more general with respect to both semantic
and dependency relations. Specifically, we first use a modi-
fied version of self-attention [Vaswani et al., 2017] to learn a
context-aware representation for each token in the sentence.
The self-attention representation for each word would encode
rich semantic structures, reflecting the semantic portion that
one word would contribute to the others in the sentences.
Note that such pairwise semantic contributions are crucial to
the semantic prediction in RE. Given the representations of
words from the self-attention module, we jointly predict the
dependency relations between every pair of words in the sen-
tences, causing the word representations to encapsulate both
the semantic and syntactic structures of the sentences. Tech-
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nically, if we build a semantic adjacency matrix for the words
in the sentences based on the pairwise similarities with the
self-attention representations of the words, the dependency
relation predictions would regulate this semantic adjacency
matrix to be similar to the syntactic adjacency matrix induced
by the dependency trees. On the one hand, as the seman-
tic self-attention representations of the words have the con-
text information of the whole sentences, once used to make
RE prediction, it might help to capture the important con-
text information that the dependency structures cannot reach.
On the other hand, the breakdown of the dependency trees
into dependency edges/relations in the prediction framework
eliminates the emphasis on the whole tree structures that are
specific to domains, and focuses on the dependency relations
that are shared across domains. This might help to improve
the cross-domain performance of the models. Finally, in or-
der to customize the word representations for RE, we pro-
pose a novel control mechanism to remove the information
that are irrelevant to the semantic prediction of the two entity
mentions of interest for RE. In particular, the representations
of the two entity mentions are used to compute a semantic
control vector that is then applied to the representations of
the individual words as a way to retain the most RE-specific
information.

Our experiments on the ACE 2005 dataset shows that our
model is able to achieve the state-of-the-art performance in
the standard datasets for RE. To summarize, our contributions
include:

e We introduce a novel method to exploit dependency
trees for RE with deep learning based on the predictions
of dependency relations.

e We present a novel control mechanism over the feature
representations of each word in the sentences to cus-
tomize the representations for RE.

e We conduct extensive experiments on benchmark
datasets and analyze the performance of the model in
cross-domain relation extraction.

2 Model

The RE problem in this work is defined as follows: given an
input sentence X = x1,23,...,x, (x; is the ¢-th word in
the sentence) and the two indexes s and o for the two entity
mentions of interest (called relation mention), we would like
to predict the semantic relationship between these two men-
tions. If there is no relation between x, and x,, we assign
label None for the relation mention. There are three major
components in the model proposed in work: (1) Representa-
tion Learning: to learn a feature representation for each word
based on the semantic and dependency structures of the sen-
tences, (2) Representation Controlling: to determine which
features for each token should be used in the final represen-
tation based on the two entity mention of interest, and finally
(3) to predict the semantic relation for two entity mentions
based on the learned representations of the tokens. In the fol-
lowing we describe each part in detail.
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2.1 Representation Learning

In order to prepare the input sentence for the neural com-
putation in the following steps, we first transform each
word in X into a real-valued representation vector. In-
spired by the previous work on relation extraction [Nguyen
and Grishman, 2016; Fu et al., 2017], we use vector w; =
[€:, PSiy DO:, iy Ciy Diy gi] to present each word z; € X where:

e ¢, is some pre-trained word embedding x;.

e ps; and po; are position embedding vectors to indicate
the relative distances from the current token x; to the
two entity mentions of interest x, and z,, (i.e., « — s and
1 — o) respectively.

e {; and c; are embedding vectors for the tags of x; to re-
flect the entity mention and chunk information in X (fol-
lowing the BIO tagging schema) respectively.

e p, is a binary number that is 1 if x; is on the dependency
path between z4 and z, in the dependency tree of X;
otherwise it is zero.

e g; is a binary vector whose size is the total number of
dependency relations in dependency trees. The dimen-
sion that corresponds to the dependency relation r is set
to 1 if x; has the relation r with some other word in X;
and 0 otherwise.

Self-Attention Representation

This word-vector transformation converts the input sen-
tence X into a sequence of representation vectors W =
wi, Wa, . .., wy, for the words in X. In this vector sequence,
w; only encapsulates information about the token x; itself. In
order to encode richer context information of the whole sen-
tence into the representations for each word in X, we run
a bidirectional LSTM network over W, generating the se-
quence of hidden vectors h1, ho, ..., h,. Each hidden vector
h; is the concatenation of the corresponding hidden vectors
from the forward and backward LSTM networks that com-
presses the whole information content of X with a greater
focus on z;. However, for RE, the context information of x,
tends to be less pronounced in h, (and vice verse) if x, is far
away from z, in the sentence due to the gated and recurrent
mechanisms with the forget gate of LSTM. This is undesir-
able as the context information of x (or z,) might provide
important context information for h, (or hg) when it comes
to predict the semantic relation between zs and z,. For ex-
ample, the context information of xs might help to reveal its
entity subtype that once integrated well into h,, can promote
h, as a rich features for the semantic prediction. In order to
overcome this issue, we employ the self-attention mechanism
that allows a word to directly contribute its context informa-
tion into the hidden vector of another word only based on the
potential semantic contribution, ignoring the distance barriers
between the words. Specifically, in the self-attention mecha-
nism, we compute three new vectors k; (key vector), ¢; (query
vector) and v; (value vector) for each token x; from its hidden
vector h;:

ki = Wk*fh
qi = Wy xh; (D
v; = Wy * hy
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where * is the matrix multiplication operation. Note that for
simplicity, we omit the biases in the formula for this paper.
Afterward, the potential context contribution of x; for h; is
determined via the similarity between the the key vector k;
of z; and the query vector of z; (i.e., the dot product):
__ exp(ai - ky)
== )
>t—16xP(¢; - kt)

Given these contribution weights, the self-attention represen-
tation vectors for the words in the sentence X is generated by
the weighted sums of the value vectors:

h; = Z;L:lwijvj (3)
Dependency Relation Prediction
The self-attention mechanism helps the representation vec-
tors h; to capture the semantic features of the input sentence
X. This section aims to enrich the vectors h with the syntac-
tic structure of X (i.e., the dependency tree) that has been
shown to be helpful for deep learning models for RE. As
mentioned in the introduction, the traditional methods to use
dependency trees to guide the computation of deep learn-
ing models would limit the context coverage of the models
and cause the poor generalization over dependency structures
across domains. In order to avoid such issues, instead of us-
ing the dependency trees directly, we break the dependency
trees into dependency relations between words that are then
employed as the ground-truths to be predicted by the model
in a multi-task learning framework for RE. The structure de-
composition would help to circumvent the modeling of the
whole tree structures to improve the cross-domain general-
ization while still injecting the syntactic information into the
representation vectors via the dependency prediction. In par-
ticular, given two words x; and x; in the sentence, we first
compute the probability @, ; to indicate whether x; and x;
are connected to each other in the dependency tree based on
their self-attention representation vectors h; and h’:

ai,j = sigmoid(Waz % g(Way * [hy, h}])) 4)
where [u, v] is the concatenation operation for the two vectors
w and v, Wy; and Wys are the model parameters and g is a
non-linear function. These probabilities are then employed in

a loss function to maximize the likelihood of the dependency
connections in the dependency tree:

wl-j

1
Laep—pred = thTﬂE?:@?:lai,j log(ai,;) (5)
+ (1 - ai,j) 10g(1 — di,j)

where a; ; = 1 if there is an edge between tokens x; and
x; in the dependency tree of X; and O otherwise, and T is
the number of examples in the training data. Note that our
method of predicting dependency relations to enrich word
representations for RE is similar to the method employed by
[Strubell et al., 2018] for another task of semantic role label-
ing. However, in the proposed method we predict the exis-
tence of the dependency edges between every pair of words
in the sentence while [Strubell et al., 2018] only predict the
dependency heads of the words in the sentence, just only con-
sidering the connected pairs of words in the dependency trees
and ignoring the other word pairs of the sentence. In the ex-
periments we found that considering the dependency relations
for every pair of words is also important for RE.
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2.2 Control Mechanism

In addition to the indirect use of dependency trees, we intro-
duce a new control mechanism for RE that regulates the in-
formation flow in the model based on the entity mentions of
interest. The rationale for this control mechanism is twofold:
(1) for RE, the two entity mentions x4 and s, are crucial and
the effective word representations for this task should retain
only the relevant information/features with respect to these
two entity mentions. The control mechanism functions as
the relevant information filter for RE in this work, and (2)
in the attention mechanism we compute a single weight for
each word, thus assuming the same weights for every dimen-
sion/feature in the word’s representation vector. In practice,
it might be more flexible if we can regulate the individual
dimension/feature so the important dimension/feature for RE
would be promoted in the representation vectors. The control
mechanism would help to quantify the contribution of each
dimension/feature to achieve such flexibility.

The model description so far has introduced two types
of representation vectors for the words in the sentence, i.e.,
the initial contextualized word vectors H = hqy, ho, ..., hy,
(i.e., the outputs of the bidirectional LSTM layers) and
the semantically and syntactically enriched vectors H' =

1yhb, ..., hl . With the idea of the control mechanism, we
seek to manipulate the word representations in both H and
H’ at the feature level so the resulting representation vectors
would be specific to the two entity mentions x5 and z,. In
particular, we start with the initial contextualized word vec-
tors in H where the hidden vectors hg and h,, for x4 and x,
are used to generate the control vector p for H via:

p = Relu(Wp, * [hs, ho)) (6)
Given the control vector p, we filter the irrelevant information
(with respect to zs and z,) in the representation vectors of
H via the element-wise multiplication ©, transforming each
vector h; € H into the filtered vector h;:
hi=p©h; (7
Note that the element-wise multiplication operation allows us
to control the representation vectors at the feature level. In the
next step, we compute the control vector ¢ for the vectors in
H’ based on two sources of information specific to x, and
T, (i) the initial contextualized vectors h, and h,, for x and
x, (as does for the vectors in H), and (ii) the weighted sum
of the vectors in H. In order to generate the weight for each
vector in H, we rely on the filtered vectors h; to ensure that
the weights are customized for two entity mention of interest:

exp(Wahy)
ai = o =
Zj:l exp(Wahy;)

n
m = Zaihi, ¢ = Relu(W,[m, hs, ho])

i=1
The control vector c is then applied to each self-attention vec-
tor in h; € H’ to produce the final representation vector h/,
(via the element-wise multiplication ®) that is both special-
ized for the two entity mentions, and semantically and syn-

tactically enriched for RE:

Bo=coh, 9)

K3

®)
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2.3 Prediction

In the prediction step, we utilize the induced representation
vectors in the previous steps to perform the relation predic-
tion for z, and x, in X. In particular, following [Zhang et
al., 2018], we use the following aggregation vector o as the
features for the final prediction:

0 = [he, ho, B, by, max(RY, By, . )] (10)

where max(h}, hb, ..., hl) is the element-wise max opera-
tion that retains the highest values along the dimensions of the
vectors. Note that the vectors in o capture the context infor-
mation for the =, and x, in X at different levels of abstraction
to improve the representatives of the features for RE. In par-
ticular, s and h, encode the initial contextualized represen-
tation at the basic level while &/, h] involve a deeper abstrac-
tion level with semantic, syntactic and customized features at
the two entity mentions. max(h/, hb, ..., k) goes one step
further to select the most important rich features across the
whole sentence. For prediction, the feature vector o would be
fed into a two-layer feed forward neural network followed by
a softmax layer in the end to compute the probability distri-
bution P, over the possible relation labels for RE:

P(.|X, s,0) = softmax(Wa * (W7 % 0)) 11

We employ the negative log-likelihood as the loss function
for the relation prediction in this work:

Liaper = —1og P(y| X, 5, 0) (12)

where y is the correct relation label for x5 and x,, in X. Over-
all, we optimize the following combined loss function L for
the model parameters:

L= Llabel + )\Ldep—pred (13)

where A is the trade-off parameter between the losses for re-
lation prediction and dependency relation prediction we dis-
cussed above.

Finally, in order to update the parameters, we use the Adam
optimizer with shuffled mini-batches and back-propagation to
compute the gradients.

3 Experiments

3.1 Dataset and Parameters

We evaluate the models in this work using two benchmark
datasets for RE, i.e., the ACE 2005 dataset [Yu et al., 2015]
and the SemEval 2010 Task 8 dataset [Hendrickx et al.,
2010].

For the ACE 2005 dataset, following the previous work
[Nguyen and Grishman, 2016; Fu ef al., 2017; Shi et al.,
2018], we use the dataset preprocessed and provided by [Yu et
al., 2015] for compatible comparison. The ACE 2005 dataset
has 6 different domains: broadcast conversation (bc), broad-
cast news (bn), conversational telephone conversation (ct s),
newswire (nw), usenet (un), and webblogs (wl). Similar
to the prior work, we use the union of the domains bn and
nw (called news) as the training data (with 43497 examples)
(called the source domain), a half of the documents in bc as
the development data, and the remainder (cts, wl and the
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System be cts wl Avg.
FCM [2015] 61.90 | 52.93 | 50.36 | 55.06
Hybrid FCM [2015] 63.48 | 56.12 | 55.17 | 58.25
LRFCM [2015] 59.40 - - -

Log-linear [2016] 57.83 | 53.14 | 53.06 | 54.67
CNN [2016] 63.26 | 55.63 | 53.91 | 57.60
Bi-GRU [2016] 63.07 | 56.47 | 53.65 | 57.73
Forward GRU [2016] 61.44 | 5493 | 55.10 | 57.15
Backward GRU [2016] | 60.82 | 56.03 | 51.78 | 56.21
CNN-+DANN [2017] 65.16 - - -

GSN [2018] 66.38 | 57.92 | 56.84 | 60.38
DRPC 67.30 | 64.28 | 60.19 | 63.92

Table 1: F1 scores of the models on the ACE 2005 dataset over

different target domains bc, cts, and wl.

other half of bc) as the test data (called the target domains).
Note that we also use the entity mentions, chunks, and depen-
dency trees provided by [Yu er al., 2015] as in the previous
work to generate the input features for the words in the sen-
tences. An advantage of the ACE 2005 dataset is it helps to
evaluate the cross-domain generalization of the models as the
training data and test data in this case comes from different
domains.

For the SemEval 2010 Task 8 dataset [Hendrickx et al.,
2010], it comes with 9 directed relations with a special class
of Other, leading to a 19-class classification problem. As
SemEval 2010 does not provide validation data, we use the
same model parameters as those used for the ACE 2005
dataset to make it more consistent. We use the official eval-
uation script for this dataset to obtain the performance of the
models as in the prior work [Nguyen and Grishman, 2016;
Miwa and Bansal, 2016].

We fine tune the model parameters on the validation data of
the ACE 2005 dataset. The parameters we found include: 50
dimensions for position embedding vectors, the entity men-
tion tag vectors and the chunk tag embedding vectors; 100
hidden units for the bidirectional LSTM network in the rep-
resentation learning component; 200 dimensions for all the
hidden vectors in the model; and 0.3 for the learning rate;
0.01 for the trade-off A in the overall loss function. Finally,
we use the pre-trained word embedding word2vec to ini-
tialize the models.

3.2 Experiments on the ACE 2005 Dataset

Table 1 compares the proposed model (called DRPC — De-
pendency Relation Prediction and Control) with the best re-
ported models on the ACE 2005 dataset in the cross-domain
setting for RE. Such best reported models include the Factor-
based Compositional Embedding Models (FCM) in [Yu et
al., 2015], the deep learning models (i.e., CNN, Bi-GRU) in
[Nguyen and Grishman, 2016], the domain adversarial neural
network (i.e., CNN+DANN) in [Fu et al., 2017] and the cur-
rent best model with the genre separation network (GSN) in
[Shi et al., 2018].

As we can see from the table, the proposed model DRPC is
significantly better than all the previous models on the cross-
domain setting for ACE 2005 over different target domains
be, cts and wl (p < 0.05). This is remarkable as DRPC
does not apply any specific techniques to bridge the gap be-
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System be cts wl Avg.
CNN [2016] 46.3 40.8 35.8 40.9
GRU [2016] 45.2 40.2 35.1 40.1

Bi-GRU [2016] | 46.7 41.2 36.5 414
GSN [2018] 52.8 453 39.4 45.8
DRPC 59.81 | 57.82 | 51.24 | 56.29

Table 2: Performance on the ACE 2005 test sets when linguistic
features are not used.

tween domains while the previous work relies on such tech-
niques to be able to perform well across domains (i.e., [Fu
et al., 2017] and [Shi et al., 2018] with the domain adver-
sarial training). Such performance improvement of DRPC
demonstrates the effectiveness of the proposed model with
self-attention, dependency connection prediction and infor-
mation flow control in this work.

In order to further evaluate the models, Table 2 reports the
performance of the models when the linguistic features for the
input vectors in Section 2.1 are not included. In particular, we
do not use the embedding vectors ¢; and c; for the entity men-
tion and chunk information, and the p; and g; features for the
dependency trees in this experiment (i.e., only the word em-
beddings and the position embeddings are kept). It is clear
from Tables 1 and 2 that the performance of the models drops
significantly when the linguistic features are excluded. How-
ever, the performance of the proposed model DRPC still sig-
nificantly outperform the compared models with large perfor-
mance gap (an absolute F1 improvement of 7.9%, 18.9% and
17.0% over the state-of-the-art model GSN [Shi et al., 2018]
for the domains bc, cts and wl respectively).This helps to fur-
ther testify to the effectiveness of DRPC for RE.

3.3 Comparing to Dependency-based Models

The previous section has compared DRPC with the state-of-
the-art models on the ACE 2005 dataset. This section fo-
cuses on the comparison of DRPC with the state-of-the-art
deep learning models for RE that employ dependency trees
in their operation. We perform such comparisons on both the
ACE 2005 and SemEval 2018 datasets.

For RE, the best deep learning model with dependency
trees is currently the graph convolutional neural network
model (i.e., C-GCN) in [Zhang et al., 2018] where the de-
pendency trees are used to guide the convolutional operations
over the input sentences. We use the implementation of C-
GCN provided by [Zhang er al., 2018] and evaluate its per-
formance on the ACE 2005 dataset with the cross-domain set-
ting. In addition, we implement the Linguistically-Informed
Self-Attention model (LISA) in [Strubell et al., 2018] and
adapt it to our RE problem for evaluation purpose. Note that
although LISA is originally designed for semantic role label-
ing, not for RE, it represents a recently proposed method to
exploit dependency trees in deep learning models to predict
relations between two words in a sentence with good perfor-
mance, thus being eligible for a baseline for our work. C-
GCN and LISA only involve the use of dependency trees and
do not include the control mechanism as we do in this work.
For a fairer comparison, we integrate the control mechanism
into such models (leading to C-GCN + Control, and LISA +
Control) and compare them with the proposed model DRPC
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System be cts wl Avg.
C-GCN [2018] 62.55 | 6298 | 5591 | 59.24
LISA [2018] 65.04 | 63.21 | 55.18 | 60.13
C-GCN + control | 65.68 | 63.91 | 58.94 | 62.29
LISA + control 66.36 | 63.39 | 59.17 | 62.78
DRPC 67.30 | 64.28 | 60.19 | 63.92

Table 3: Model’s performance on the ACE 2005 test datasets.

System F1

SVM [2010] 82.2
SDP-LSTM [2015a] | 83.7
SPTree [2016] 84.4
PA-Tree [2017] 82.7
C-GCN [2018] 84.8
LISA [2018] 83.9
DRPC 85.2

Table 4: Performance on the SemEval 2010 dataset.

in this work. Table 3 presents the performance of the models
on the ACE 2005 dataset.

The results from the table show that the control mechanism
is very useful for RE as it helps to improve the performance
for both C-GCN and LISA over all the three target domains.
The improvements are significant except for LISA on the ct s
domain. More importantly, we see that DRPC is significantly
better than all the compared models over all the target do-
mains with p < 0.05, clearly proving the benefits of the de-
pendency relation prediction proposed in this work.

Finally, Table 4 compares DRPC with C-GCN, LISA, and
the previous dependency-based methods for RE on the Se-
mEval 2010 dataset. We select the dependency-based models
reported in [Zhang et al., 2018] as the baselines, including
SVM [Hendrickx et al., 20101, SDP-LSTM [Xu et al., 2015al,
SPTree [Miwa and Bansal, 20161, and PA-Tree [Zhang ef al.,
2017]. The table confirms the effectiveness of DRPC that sig-
nificantly outperforms all the compared methods.

3.4 Ablation Study

Three important components in the proposed model DRPC
include the self-attention layer (called SA), the dependency
relation prediction technique (called DP), and the control
mechanism (called CM). In order to evaluate the contribu-
tion of these components into the model performance, Table
5 presents the performance of DRPC on the ACE 2005 de-
velopment dataset when such components are excluded one
by one from the model. From the table, we can conclude that
all the three components SA, DP and CM are important for
DRPC as removing any of them would further decrease the
performance of the model.

3.5 Analysis & Discussion

In this section, we first evaluate the sample complexity of the
models to better understand their operation. In particular, we
choose different subsets of the ACE 2005 training dataset ac-
cording to different ratios of the size (i.e., 10%, 20%, 30%
etc.). Such subsets are then used to train the models to eval-
uate their performance. Table 6 shows the performance of
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System Precision | Recall F1

DRPC 72.10 63.49 | 67.52
-CM 74.92 60.15 | 66.88
-DP-CM 71.05 62.00 | 64.72
-SA-DP-CM 69.02 57.14 | 61.96

Table 5: Ablation Study. Model’s performance on the ACE 2005
developmet set.

CNN | RNN | C-GCN | LISA | DRPC
100 % | 61.95 | 62.08 64.28 66.72 | 67.52
90 % 61.75 | 61.83 62.39 65.48 | 66.01
80 % 5691 | 57.92 58.04 61.74 | 63.92
70 % 52.87 | 51.05 52.74 56.81 | 56.98
60 % 51.35 | 4832 | 45091 49.92 | 60.39
50 % 51.34 | 40.55 43.39 42.84 | 57.00
40 % 4453 | 41.73 36.17 41.50 | 56.93
30 % 31.45 | 32.52 28.14 33.86 | 50.49
20 % 21.13 | 22.48 24.66 26.75 | 41.59
10 % 20.85 | 19.03 19.08 2191 | 26.69

Table 6: Complexity analysis of the models. The first columns show
how much of training data has been used for training. Performance
is on the ACE 2005 development set.

System be cts wl

CNN 0.70 | 0.67 | 0.66
Bi-GRU | 0.69 | 0.66 | 0.64
C-GCN | 0.73 | 0.76 | 0.72
LISA 0.71 | 0.76 | 0.73
DRPC 0.75 | 0.78 | 0.74

Table 7: Average cosine similarity between the representations of
the relation mentions in the training and test dataset.

DRPC and 4 other baselines, including CNN and Bi-GRU in
[Nguyen and Grishman, 20161, C-GCN [Zhang et al., 2018]
and LISA [Strubell e al., 2018]. As we can see from the table,
DRPC is significantly better than all the baselines for differ-
ent amounts of training data, thus demonstrating the better
sample complexity of the proposed model for RE.

One of the properties we observe in Tables 1, 2, 3 is that
the performance of DRPC and C-GCN on the cts domain
is better than those performance on the bc and w1l domains.
This is in contrast to the other models where the performance
on the bc domain is the best, followed by those on cts and
wl [Plank and Moschitti, 2013] (except for LISA where the
performance on cts is close to those on bc). In order to un-
derstand this problem, we run the trained models over the re-
lation mentions in the training and test datasets of ACE 2005
to obtain the final feature representation vectors (e.g., the vec-
tors o in Section 2.3) for the relation mentions. We then com-
pute the average cosine similarity between the pairs of re-
lation mentions where one element comes from the training
dataset and the other element belongs to the test dataset. Table
7 shows such average cosine similarities for different models
over different target domains (i.e., bc, cts and wl). The
first observation is that the similarity for cts is the largest
in DRPC, C-GCN and LISA while this is not the case for the
other models. This helps to explain the good performance on
the ct s domain of DRPC and C-GCN. Importantly, we also
see that the similarities between the target domains and the
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source domain (i.e., the training data) for DRPC are better
than those for the other methods (esp. CNN and Bi-GRU). In
other words, DRPC is able to bridge the gap between domains
to achieve better generalization for cross-domain RE, thus
also explaining the better operation of DRPC in this work.

4 Related Work

Relation Extraction is one of the main tasks in Information
Extraction. Traditional work has mostly used feature engi-
neering with syntactical information for statistical or kernel
based classifiers [Zhou et al., 2005; Bunescu and Mooney,
2005; Sun et al., 2011; Chan and Roth, 2010]. Recently,
deep learning has been introduced to solve this problem with
typical architectures such as CNN, LSTM and the attention
mechanism [Zeng et al., 2014; Nguyen and Grishman, 2015a;
Zhou et al., 2016; Wang et al., 2016b; Nguyen and Grishman,
2016; Zhang et al., 2017; Nguyen and Nguyen, 2018b]. Us-
ing dependency trees in deep learning models has been shown
to be effective for RE [Xu et al., 2015a; Liu et al., 2015;
Miwa and Bansal, 2016; Zhang et al., 2018]. In this paper,
we also use dependency trees to improve RE performance for
deep learning; however, we present a novel method to ex-
ploit dependency trees where the dependency relations are
predicted in a multi-task learning framework for RE. This
hasn’t been explored in the previous work for RE.

Cross-domain RE is also a well studied topic. Most of
the existing work has investigated genre agnostic features for
this setting [Plank and Moschitti, 2013; Nguyen and Grish-
man, 2014; Yu et al., 2015; Gormley et al., 2015; Nguyen
et al., 2015b; Nguyen and Grishman, 2016; Fu et al., 2017,
Fu et al., 2018; Shi et al., 2018]. Our work employs the cross-
domain setting as the main evaluation for RE. We demon-
strate that decomposing the dependency structures to predict
the dependency relations is an effective method to improve
the generalization of the models for RE.

Regarding multi-task learning with dependency prediction,
the most related work to ours is [Strubell et al., 2018] which
also predicts the dependency structures in a deep learning
model for semantic role labeling. Contrary to this work, we
predict the existence of a dependency relation between every
pair of words in the sentence. The experiments prove that our
approach is more effective for RE.

5 Conclusion

In this paper, we introduce a novel model for relation extrac-
tion that uses the information in the dependency trees indi-
rectly in a multi-task learning framework. The model jointly
predicts dependency relations between words and relations
between entity mentions of interest. Moreover, we propose
a new control mechanism that regulates the information flow
in the model based on the given entity mentions for RE and
the gating techniques. The experiments show that the pro-
posed model achieves the state-of-the-art performance for RE
on both the general setting and cross-domain setting.
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