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Figure 1: Given an arbitrary text-to-image model (i.e. Stable Diffusion), our approach, dubbed Forget-Me-Not, can guide the model to
forget designated ID (left), object (middle), or style (right) while maintaining its capability of generating other contents. The top row
shows the text-to-image results from Stable Diffusion v2.1, and the bottom row shows the results from Forget-Me-Not finetuned model
that forgets target concepts (blue text that are crossed-out). As shown in the figure, these target concepts are successfully removed from
the model without changing the quality of the outputs.

Abstract

Recently, personalized content generation has witnessed
drastic progress thanks to the advance of large-scale text-
to-image synthesis models as well as their efficient tuning
algorithms. The study of its “counter-question”, concept
forgetting (removing any unwanted style or content from a
trained synthesis model), has hence entered the public spot-
light too due to the natural concerns of privacy leaking and
copyright infringement and intrusion. In this paper, we in-
vestigate a toolkit of novel algorithms for effectively remov-
ing a designated concept from a pretrained text-to-image
diffusion model. A key knob here is to observe the influ-
ence of text tokens on image synthesis through the cross-
attention probability, hence inspiring us to exploit attention
as the objective. Extensive benchmark experiments validate
the promising performance of our proposed methods, that
can guide the pretrained model to forget a specific concept
represented by either a prompt or a set of images without
significantly hurting the generative ability of the rest. Our

codes and models will be released.

1. Introduction
Recent large-scale text-to-image diffusion models, such

as [47, 50, 53, 62, 10, 49, 48, 54], have demonstrated im-
pressive capabilities in generating diverse and realistic im-
ages containing complex objects and scenes. As a result,
diffusion models have been incorporated into commercial
art and graphic design systems [45, 32, 41, 56], receiving a
huge amount of usage traffic and attention from the public,
creating far-reaching social impacts.

However, this popularity has amplified the potential fair-
ness, legal, and faulty risks associating with those models.
Firstly, there is a risk of users generating misleading and bi-
ased content and leading to unfair outcomes [17, 64, 29, 5,
33]. Secondly, there is a risk of models generating images
that infringe upon privacy or has copyright issues [7, 56].
Lastly, there is also the risk of semantic drift, where the se-
mantic of a common word can shift from its intended mean-



ing [4].
These risks stem from the billion-sized mega-datasets

that are beyond the reach of human annotation [6]. As a
result, it is almost impossible to address harmful content,
privacy and copyright concerns through data filtering and
full retraining. Attempts to address the retraining includes
few-shot domain adaptation [20, 66, 61]. In practice, people
curate a “relatively small” clean dataset and use it for fine-
tuning to alleviate these concerns. However, collecting a
clean dataset is time-consuming, and training on extra data
to erase inappropriate content is not very efficient, because
it is not directly targeting on “dirty” content but enhancing
the opposite “clean” content. Furthermore, this continue
training runs the risk of compromising the original genera-
tive ability.

In principle, we aim to prevent inappropriate content
from appearing in generated images by directly targeting
the underlying concepts behind a series of problematic im-
ages. In other words, we seek to make the model forget
“dirty” concepts, rather than to learn extra “clean” con-
cepts to overshadow them. To fulfill our goal, we intro-
duce concept forgetting in the context of text-to-image dif-
fusion models and propose Forget-Me-Not, a lightweight
framework designed to make Stable Diffusion models for-
get a specific concept by providing a few real/generated im-
ages or a prompt of the concept. Our approach is based
on two key insights. First, text-to-image generative mod-
els ’remember’ a learned concepts by cross-attending to
prompts. Second, the cross-attention scores between pix-
els and prompts have a strong correlation with the real-
ization of a concept in the generated images. We demon-
strate that these cross-attention scores can be used as the
sole optimization objective for finetuning Stable Diffusion
models, without relying on negative log-likelihood loss on
noise prediction. We call it Attention Re-steering loss. By
minimizing the cross-attention paid to a target concept in
prompts, we achieve concept forgetting without a curated
clean dataset or extra tools to identify target concept. In
summary, our contributions are:

• We propose Forget-Me-Not, an ad-hoc concept forget-
ting framework, for text-to-image generative models
that use cross attention as conditioning. Compared
with curating a clean dataset and continuing training a
large scale model on it, our approach saves significant
human labor and computation costs.

• With target concept forgotten, we still achieve compet-
itive generation quality as original model and minimal
impact on other concepts. We find that our method
allows for precise forgetting by correcting just target
concept while keeping others (e.g. body pose and
background) relatively intact (Fig. 1).

• We evaluate the performance of our method both
qualitatively and quantitatively on a new benchmark
ConceptBench which includes multiple concept types
along with testing prompts and a new metric Memo-
rization Score. Our work lays the foundation of future
concept forgetting research for generative model.

2. Related Works
2.1. Conditional Diffusion Models for Text-to-

Image

Synthetic image generation has long been a fascinating,
yet challenging field, aiming to create new images that are
similar to real images. In the past several year, we have wit-
nessed the rapid advance of it from unconditional generative
models to conditional generative models with powerful ar-
chitectures of auto-regressive model [49, 63], GAN [8, 28,
26, 58, 65] and diffusion process [23, 43, 38, 16, 3, 57].
Early works focus on unconditional, single-category data
distribution modeling , such as hand-written digits, cer-
tain species of animals, and human faces [15, 12, 27, 37].
Though, unconditional models quickly achieves photo re-
alistic results among single-category data, it’s shown that
mode collapsing issue usually happens when extending
data distributions to multiple-category or real image diver-
sity [8, 40, 1].

To tackle the model collapsing problem, conditional gen-
erative model has been introduced. Since then, different
types of data have been used as the conditioning for gener-
ative models, e.g. class labels, image instances, and even
networks [8, 42] etc. At the same time, CLIP [46, 25],
a large-scale pretrained image-text contrastive model, pro-
vides a text-image prior of extremely high diversity, which
is discovered to be applicable as the conditioning for gener-
ative model [44, 14, 35]. Nowadays, DALL-E 2 [48] and
Stable Diffusion [50] are capable of generating high qual-
ity images solely conditioning on free-form texts, inherit-
ing the diversity of billions of real images scraping from the
Internet. Subsequently, a line of work seeks to efficiently
adapt the massive generative model to generate novel rendi-
tion of an unseen concept represented by a small reference
set, leveraging the great diversity. Dreambooth [52] pro-
posed to adapt the model by finetuning all of its weights,
while it requires enormous storage to save newly adapted
weights. Textual Inversion [18] and LoRA [24] ameliorate
the issue by adapting the model by adding a small set of
extra weights.

2.2. The Risk of User Data Leakage and Machine
Unlearning

However, this great diversity comes at a price. It incurs
potential risk of privacy leakage and copyright infringe-
ment. [7, 56] have successfully retrieved samples from Sta-



A photo of Elon Musk

Blacklist

Replace by: Middle aged man

UNet

A photo of Elon Musk

Tokenize

Loss
Finetune UNet

A photo of Elon Musk

Tokenize

Finetune UNet

Attention

Re-steering

(a) Token Blacklist (b) Naïve Finetuning (c) Forget-Me-Not (ours)

Figure 2: This figure shows two baseline forgetting methods and our proposed Forget-Me-Not. The target concept to forget is Elon Musk.
One baseline is (a) Token Blacklist that simply replaces the target token with a different one. The other baseline is (b) Naive Fintuning in
which instead of replacing tokens, it finetunes model weights so that the new weights generate outputs containing unrelated concepts. Our
method (c) Forget-Me-Not utilizes Attention Re-steering in which we finetune only UNet to minimize each of the intermediate attention
maps associated with the target concepts to forget.

ble Diffusion that are highly faithful to real training exam-
ples. Therefore, being able to forget/unlearn certain con-
cept in a model without hurting the generative ability for
the rest is of both research and practical interests. Simi-
lar topics have been seen in fields other than conditional
generative modeling. In model-agnostic meta-learning, [2]
noted selectively forgetting the influence of prior knowl-
edge in a network improves the performance in adapted
tasks. [9, 36, 39, 13] explores the unlearning of a set of re-
quested data points in a pretraind model.

Our work differs from existing forgetting and unlearn-
ing works in a few aspects. First, we study forgetting in
the context of text-to-image generative models. Second,
we are deleting not only requested data points represented
by a small reference set, but the concept behind those data
points, which possesses significant impact in text-to-image
generation due to the fact that it’s almost impossible to enu-
merate all prompts and synonyms relating to a concept.

3. Method

3.1. Preliminaries

Latent Diffusion Models An autoencoder [30, 21] is
first used to encode pixel images into compact latent rep-
resentations with lower resolution. Then, diffusion process
operates on that latent space insted of pixel space to save
enormous amount of computation cost. The encoded latent
representation x0 ∼ q(x) , is first converted to isotropic
Gaussian noise xT ∼ N (0, I) through a T step forward
diffusi‘on process. βt is a variance schedule. Given x0, we
can sample xt at any forward step t in a closed form.

q(xt|xt−1) = N (xt;
√

1− βtxt−1, βtI)

q(x1:T |x0) =

T∏
t=1

q(xt|xt−1)

Diffusion model is trained to recover real data distribu-
tion x0 from Gaussiion noise xT in reverse diffusion pro-
cess. Both forward and reverse process are assumed to be
Markovian, thus pθ is a trained model to estimate the con-
ditional probabilities of previous state at t− 1 given current
state at step t.

pθ(x0:T ) = p(xT )

T∏
t=1

pθ(xt−1|xt)

pθ(xt−1|xt) = N (xt−1;µθ(xt, t),Σθ(xt, t))

Variational lower bound is used to optimize negative log-
likelihood loss.

LVLB = Eq(x0:T )

[
log

q(x1:T |x0)

pθ(x0:T )

]
≥ −Eq(x0) log pθ(x0)

Conditioning via Cross Attention Conditioning intro-
duces extra information y to diffusion process. In the
context of Stable Diffusion, the generator model becomes
pθ(xt−1|xt, E(y)) with text encoder E converting a prompt
into a sequence of token embeddings. In practice, pθ is
often modeled as a UNet [51] U and text encoder E is a
CLIP text model [46]. At each resolution of UNet, there
is a cross attention layer responsible for fusing conditional
signals into diffusion process. The fusion is implemented
as muti-head QKV attention [60]. The hidden state of U is
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Figure 3: This figure shows the Attention Re-steering we proposed
in our Forget-Me-Not method, in which we set the objective func-
tion to minimize the attention maps of target concepts (i.e. Elon
Musk in this case) and correspondingly finetune the network.

mapped to Q, while text embeddings from E is mapped to
K and V . The fused output h is calculated as:

h = softmax(
QKT

√
d

)V

where softmax(·) corresponds to the attention map between
Q and K, namely cross attention from pixels to text tokens.

3.2. Problem Definition

What is Concept Concept is fundamental building block
of people’s understanding and knowledge towards the world
around us. Different fields have various notions of what
constitutes a concept. In the context of text-to-image, a con-
cept is a generic idea that can be expressed through prompts
or images. For example, a prompt for “Elon Musk” and a
set of images of Elon Musk both communicate the same
generic idea - the identity of Elon Musk.

To represent this generic idea in a tangible way, we use
the last hidden states of text encoder and call them con-
cept embeddings. Obtaining this concept embedding from
prompts is trivial, simply running the prompts through text
encoder. For obtaining from images, it’s detailed in Section
3.3: Concept Inversion.

Concept Forgetting We adopt the following definition
of concept forgetting: A text-to-image generator forgets
a concept if its generated images of a prompt no longer
contain the concept which is previously expected from the
prompt, while maintaining the semantic and visual quality
for other concepts.

As discussed above, we obtain concept embeddings from
the text encoder, and we want to avoid altering the fragile

pretrained concept embedding space in order for concept
memorization measurement, discussed in Seciotn 4.4. This
means that we have limited control over the embeddings of
a concept conveyed through prompts. To achieve concept
forgetting, we focus on reducing the sensitivity of the UNet
to target concepts via cross-attention where the perception
of concepts is happening.

Intuitively, adjusting the attention of pixel features to
concept embeddings can enhance or diminish the presence
of the concept in the generated image [11, 22, 59]. There-
fore, we formulate an optimization objective to minimize
the attention scores of the target concept embeddings. We
hypothesize that by training the model to decrease attention
scores, it will become less sensitive to the target concept
and ultimately forget it.

3.3. Forget-Me-Not

To achieve concept forgetting, we incorporate the atten-
tion score minimization objective into the standard text-to-
image training process. Our method supports both prompt-
based concepts and image-based concepts, with the lat-
ter obtained through Concept Inversion. An overview of
Forget-Me-Not is shown in Figure 2(c).

Algorithm 1 Training of Forget-Me-Not

Require: A prompt P , token indices I of target concept, a
set of reference imagesR of the concept, parameters to
optimize θ, text encoder E and UNet.

1: repeat
2: t ∼ Uniform([1 . . . T ])
3: ϵ ∼ N (0, I)
4: x0 ∼ R
5: xt ←

√
ᾱtx0 +

√
1− ᾱtϵ

6: ▷ ᾱt is noisy variance schedule
7: xt−1, At ← UNet(xt, E(P), t)
8: S ← {}
9: for i ∈ I do

10: si ← At[:, :, i]
11: S.insert(si)
12: end for
13: Take gradient descent step on
14: ∇θ

∑S
s ∥s∥2

15: until Concept fades in oblivion

Concept Inversion We adapt the idea of textual inver-
sion [18] for Concept Inversion. This involves taking a set
of images and inverting them into dedicated token embed-
dings. Those token embeddings are initialized from tokens
relating to target concept or randomness. Once optimiza-
tion is complete, dedicated token embeddings capture the
concept and can be used to reconstruct novel rendition of
the concept. These inverted tokens can then be combined
with arbitrary text snippets to form an ordinary prompt. The



Figure 4: An illustration of attention score matrix obtained from
cross attention. Scores enclosed in red rectangle indicates the at-
tention paid by pixels to inverted concept, which our method min-
imizes.

prompt is then processed through the text encoder to obtain
the concept embeddings.

Attention Re-steering Optimization An overview is
given in Algorithm 1 and illustrated in Figure 3. At timestep
t, a noisy latent xt and a sequence of concept embeddings
produced by text encoder E from P are fed into the forward
pass of UNet. It outputs predicted noises at xt−1 and a pyra-
mid of attention score matrices, as in step 7 of Algorithm
1. Due to the down-sampling and up-sampling structure of
UNet, there are 16 cross attention layers in total resulting
in 16 attention score matrix with various resolutions in At.
Figure 4 is an conceptual illustration of an attention score
matrix with only 9 pixels, in other words, at resolution 3x3.
The rows and columns of the matrix are pixels and concept
tokens. With 9 pixels and 8 tokens, this 9x8 matrix contains
the attention of each pixel feature paid to each concept to-
ken embeddings. Here goes our intuition that desensitizing
the concept embeddings by resteering attention scores shall
make the model forget that concept. The red box in Figure
4 denotes attention scores of an concept embeddins repre-
sented in <s1><s2><s3>. Once corresponding scores in
all attention score matrices are gathered, they are summed
and norm-ed to be the loss, as in Algorithm 1 lines 9-14
and in Figure 3 loss arrows from cross attention blocks to
backward.

Importantly, we do not use the classical negative log-
likelihood loss, and our method demonstrates that atten-
tion scores can be a viable objective in fine-tuning diffusion
models.

4. Experiments

In this section, we first introduce our proposed Concept-
Bench and related baselines. We then demonstrate the effec-
tiveness of both our method via images and scores. Finally,
we introduce concept correction and NSFW removal as two
derived applications from Forget-Me-Not.

4.1. ConceptBench

To better evaluate concept forgetting, we introduce a new
benchmark called ConceptBench. Recall that several exist-
ing benchmarks such as [34, 53] help evaluate the overall
generation quality. Yet none of them are designed to mea-
sure how well a model can memorize and forget. Concept-
Bench adopts samples from LAION [55], forming up six
categories, and each includes six instances.

We included the person and animation categories to en-
sure ConceptBench covers sufficient scenarios. These two
categories are particularly interesting due to the potential
privacy or copyright issues associated with generating im-
ages of people or famous animated characters. For the per-
son category, we have selected instances based on their di-
versity and frequency in the LAION dataset, while for the
animation category, we have chosen famous instances from
different styles, including characters like Iron Man or Su-
perman that have realistic representations. This allows us
to explore the relationship between the concept embedding
and the visual representation.

Furthermore, we have also included hierarchical in-
stances in the animal and plant categories. The animal cate-
gory includes both coarse instances, such as ”dog,” and fine
instances, such as ”husky.” It is important to evaluate how
well a model can generate images of hierarchical instances,
as this is a challenging task that requires the model to cap-
ture both the general and specific features of the concept.

Lastly, we have included the style and relation categories
to evaluate how well our method can generate images of
abstract concepts. These categories allow us to test the
model’s ability to generate images of concepts that are be-
yond objects, to more general abstracts and styles.

4.2. Baseline

In view of the multi-component nature of Stable Diffu-
sion models, there are several naive methods that can be
used to superficially remove a concept from them, such as
blacklisting keywords in prompts, removing specific tokens
from the tokenizer dictionary, or tuning the model with un-
related images to divert the target concept, as illustrated
in Figure 2(a)(b). However, these methods can result in a
significant deterioration and shifting of the model’s gener-
ation capability. Removing tokens from the dictionary can
alter the tokenization of prompts where those tokens were
previously used and affect the generation of other prompts
with overlapping tokens. For instance, removing tokens of
“Hillary Clinton” could lead to dysfunctionality in generat-
ing “Bill Clinton”. Naive finetuning to forget with unrelated
images explicitly overwrites the visual representation of a
concept with extra data and runs the risk of compromising
existing concept space, as shown in Figure 5. Moreover, it
is impossible to exhaust test all relation-based concepts for



Batman (finetune to forget) Bill Gates/Taylor Swift (finetune to forget)
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Figure 5: Finetuning to forget concept ”Johnny Depp” with un-
related images of ”a photo of man”. This method distorts other
concepts with visual details of selected unrelated images.

blacklisting or finetuning.

4.3. Qualitative Comparison

We present the results of concept forgetting from our
benchmark, illustrated in Figure 1. The first row showcases
three popular concepts from Stable Diffusion [50]: ”Elon
Musk”, ”Taylor Swift”, and ”apple”. The first two con-
cepts represent specific person identities, and Forget-Me-
Not successfully removes these identities without compro-
mising other features. Specifically, the hypernym concepts
of ”Elon Musk” and ”Taylor Swift” are preserved perfectly.
After removing their respective identities, ”Elon Musk” re-
mains a male person, while ”Taylor Swift” remains a female
person. Moreover, visual details such as poses and clothing
are also retained. In contrast, tuning with unrelated images
often results in a complete shift to another concept repre-
sented by the unrelated images used for tuning. This tends
to overfit and distort the concept space learned by large-
scale pretraining, manifested in Figure 5. However, our
method can pinpoint the target concept and leave the rest
intact.

In Figure 1 column 3, we demonstrate the unique struc-
ture of concepts related to ”apple”. Naturally, it includes
parallel concepts such as ”fruit apple” and ”brand Apple”,
which are homonyms. These concepts compete to generate
either an apple fruit or something associated with the Ap-
ple brand. We used a few generated apple fruit images for
as forgetting inputs. The results reveal that both the paral-
lel concepts exist within ”apple”. The first image depicts
a fruit that resembles an orange, while the second image
shows the logo of Apple. In both cases, the visual details of
image background is preserved while the concept of apple
fruit is forgotten.

In Figure 6, the Multi-concepts model of Elon Musk and
Taylor Swift demonstrates our method’s ability to perform
multi-concept forgetting. As shown in the first row, both
target concepts have been forgotten. We evaluated the im-

pacts of forgetting specific concepts on other related con-
cepts, examining four related concepts to Elon Musk and
Taylor Swift - man, woman, Bill Gates, and Emma Watson.
As shown, Forget-Me-Not achieved good content preserva-
tion and visual quality. However, we observed minor pose
and style changes in man and Bill Gates. Based on these
findings, we posit that our approach may have a greater im-
pact on closely related concepts than on others. Addition-
ally, the last row shows that a new painting style is emerging
after forgetting Piccaso and Van Gogh styles.

4.4. Quantitative Analysis

Memorization Measurement Textual inversion [19]
can be used to identify the token embeddings that best cor-
respond to images. We leverage this technique to measure
the concept embedding changes of anchor images toward a
reference before and after forgetting. This changes can be
seen as generative model’s memorization level of a concept,
we call it Memorization Score.

In the case of “Elon Musk”, prompt “Elon Musk” is used
as reference. Its concept embedding (embr) is obtained by
running it through text encoder. Next, we invert the same
anchor images of Elon Musk using original model and for-
getting model respectively. Concept embeddings of anchor
images are retrieved by running inverted tokens through
text encoder. There are two of them: original(embo) and
forgetting(embf ). We use only the pooler token of concept
embeddings for measurement. Concept embedding changes
is measured as difference between cos(embr, embo) and
cos(embr, embf ). A decrease indicates successful forget-
ting. We show memorization scores for person of “Elon
Musk”, animation of “Mickey Mouse”, plant of ”Apple”,
animal of ”Dog” and style of ”Picasso” in Table 1. More
results can be found in Supplementary.

Concept
Initial

Mem Score
Forgetting

Mem Score
Elon Musk 0.863 0.585

Mickey Mouse 0.925 0.898
Apple 0.642 0.345
Dog 0.842 0.676

Picasso 0.956 0.589

Table 1: Memorization scores for person of “Elon Musk”, anima-
tion of “Mickey Mouse”, plant of ”Apple”, animal of ”Dog” and
style of ”Picasso”

4.5. Concept Correction

It has been observed that in text-to-image models, the
semantics of a prompt are often dominated by the one with
the most number of image-text examples in the training set,
resulting in the suppression of inferior semantics during in-
ference. Figure 7 exemplifies this scenario, where gener-
ation is dominated by a concept that is strongly correlated
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Figure 6: Results of concept forgetting using our method. The first 2x2 grid shows the original samples in Stable Diffusion. The subsequent
3 images are sampled after concept forgetting, using the same prompt. The top 3 rows are from a multi-concept model targeting both Elon
Musk and Taylor Swift, demonstrating the multi-concept forgetting capability. Control concepts such as Bill Gates and Emma Watson
manifest that our approach has minimal impact on concepts other than target ones. The last row shows two single-concept model of styles.

Dominant Concept

A Movie poster 
of Mulan

James  Bond

Apple shape

Concept Correction

forgetting Liu Yifei as Mulan

forgetting Daniel Craig

forgetting Apple brand

Figure 7: Concept Correction: Once the dominant concept has been diminished by our method, the lesser concepts of an semantic-rich
prompt become more prominent in generated results.

with a prompt due to unbalanced training examples. In the
case of the James Bond series, the generation results are
overwhelmingly dominated by Daniel Craig, as shown in
the middle row. However, our method manages to dimin-
ish the most prominent semantic in the prompt, i.e., Daniel

Craig, and make other James Bond actors visible. Similarly,
in the case of Mulan series and the homonym of “apple”,
where the apple fruit and Apple brand are competing with
each other, our method successfully corrects target concept
in generated images .
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Figure 8: In concept correction, our method has the advantage of
comprehensive forgetting over negative prompt.

Negative prompt is a technique used in text-to-image
synthesis to eliminate unwanted concepts associated with
a prompt. However, their use can result in negative impacts
on other aspects of the image, such as changes to its struc-
ture and style. Furthermore, negative prompts fail to cor-
rect undesirable concepts under certain circumstances. For
example, in Figure 8, “a photo of a mango” consistently
generates dog images. This is because the name “mango”
is commonly used as a pet name for dogs, and people up-
load photos of their dogs to the internet, which are collected
as training data. In this case, using a negative prompt for
dogs would be ineffective, as mango is also a popular cat
name, creating the problem of endlessly expanding negative
prompts. However, our method successfully brings back the
mango fruit by forgetting the connection between “a photo
of mango” and dog/cat images.

4.6. NSFW Removal

In this section, we examine the effectiveness of our
method in a real case of removing harmful contents. NSFW
is an internet shorthand for ”not safe for work,” used for in-
dicating contents that are not wished to be seen in the pub-
lic. Such content may include material even offensive for
adult audiences. However, they inevitably present in large
datasets such as LAION [6], even though NSFW detector
has been used [31]. Stable Diffusion, trained on LAION, is
known for generating NSFW content when prompted with
certain triggers.

To evaluate our method, we use a well-known NSFW-
triggering prompt, ”a photo of naked” in Stable Diffu-
sion v2.1 model. Using EulerAncestralDiscreteScheduler,
inference-step 50, and scale-guidance 8, the model consis-
tently generates images containing nude individuals. We
use eight generated NSFW images as input for training
Forget-Me-Not.

The results, shown in Figure 9, indicate that the con-
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Figure 9: Results of removing NSFW contents triggered by
“naked”. Faces and sensitive parts are blacked out.

cept of ”naked” has been successfully forgotten. Notably,
the second row shows that all sensitive visual cues have
been changed in different ways. The first example changes
abruptly from a naked man to a group of smiling women.
In the second example, NSFW individual has been removed
from the scene. The last two examples render clothed peo-
ple, making them safe. Overall, our method achieved effi-
cient forgetting of NSFW content without the need for addi-
tional data or the assistance of third-party NSFW detectors.

5. Conclusion

In this study, we investigate concept forgetting in text-
to-image generative models and introduce Forget-Me-Not.
This lightweight approach enables ad-hoc concept forget-
ting using only a few either real or generated concept im-
ages. Our experiments demonstrate that Forget-Me-Not is
successful in diminishing target concepts in Stable Diffu-
sion. Additionally, we introduce ConceptBench and Mem-
orization Score as evaluation metrics. Overall, our work
provides a foundation for further research on concept for-
getting in text-to-image generation.

6. Social Impact & Limitations

Social Impact Our research has a positive social im-
pact by offering an effective and cost-efficient method to
remove harmful and biased concepts in text-to-image gener-
ative models. These models are rapidly becoming the back-
bone of popular AI art and graphic design tools, used by a
growing number of people. Thus, our research takes a small
step towards promoting fairness and privacy protection in
AI tools, ultimately benefiting society as a whole.

Limitations While our approach performs well on con-
crete concepts in ConceptBench, it faces challenges in iden-
tifying and forgetting abstract concepts. Additionally, suc-
cessful forgetting may require manual interventions, such
as concept-specific hyperparameter tuning.
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