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Many problems in artificial intelligence involve searching for a set of decisions
that eventually lead to some desired state, or goal. The only concern, for the
purposes of this dissertation, is to find a solution as fast as possible, that is, any
solution is as good as any other. If the problem is structured as a tree and solutions
are only found at terminal (leaf) nodes, the optimal protocol will eliminate leaf
nodes as fast as possible searching the most promising leaves first. A heuristic, or
rule of thumb, usually decides which nodes are more likely to lead to a goal.

Unfortunately, if the distribution of heuristic values is not uniform or if it is
dense (as it is in the case where they are real-valued), existing heuristic search tech-
niques perform badly. The best-first family of algorithms may get trapped among

many competing lines of decisions and take too long to eliminate leaves, which may



prove fatal if the heuristic makes mistakes. Limited discrepancy search LDS, and
its current variations, developed on the intuition that heuristics make mistakes,
explore leaves in order of increasing number of deviations from the heuristic path.
However, it may sometimes be better to explore paths with two or more deviations
that are close to the heuristic choice than to explore paths with one clear deviation.
In this case, LDS fails to explore leaves in the best order.

We present an optimal algorithm WDS and a general methodology to obtain
optimal protocols. We prove that wDs with an optimal cutoff policy is better
than LDS and other backtracking alternatives. In formalizing WDS, we present
a principled way to obtain optimal policies that minimize the expected cost to
solution. We also show that the approach is general enough to obtain optimal
policies in cases where there are arbitrary cost functions associated with node

expansions.
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CHAPTER 1

INTRODUCTION

The work in this dissertation begins to quantitatively address the question:
How to achieve rational behavior, or how to “do the right thing”. The Principle
of Rational Behavior was initially defined by Good [21] as

The recommendation always to behave so as to maximize the expected

utility per time unit.
Russell and Wefald [51] argue that “behavior” is the result of deliberating and
acting. Deliberation takes place when an agent explores different possible lines of
decisions before committing to a course of action. Acting occurs when the agent
executes the action. This dissertation is exclusively concerned with deliberation.
The objective of this work is to find the optimal search protocol. The optimal
search protocol explores possible lines of decisions in the order that maximizes
the utility of searching for the best possible course of action. The utility will
be measured in terms of the cost associated with the exploration of the different
decisions. The optimal search protocol maximizes utility by minimizing the cost
of the search process.

Think of the search process as building a search tree where the root of the
tree corresponds to the initial state. A new node is generated by expanding the
root node. Leaf nodes of the tree correspond to states that do not have successors

and fringe nodes are nodes that have been explored but have at least one successor,



unless the node is a leaf, which has not been explored. If every path from the root
to a leaf node has length d, we call d the depth of the tree. Internel nodes are
nodes that are not leaf nodes and are part of paths that have length smaller than
d. The length of the path denotes the level at which the node can be found. If the
number of nodes that results from each node expansion is constant, we call this
number the branching factor of the tree.

It is important to distinguish between the state space and the search tree.
Usually, there are only a finite number of states, but there may be exponentially
many paths between the states, so the search tree may have exponentially many
nodes. Since there is usually not enough time or space available to search all of
the nodes, it is necessary to carefully select the order in which nodes should be

expanded.

1.1 Heuristic Search

Uninformed search protocols have no information about the likelihood of a
choice leading to a goal. All they can do is discriminate between goal and non-goal
nodes. In contrast, informed search protocols use a heuristic, or rule of thumb,
to prefer choices that seem more likely to lead to a solution. The heuristic is an
evaluation function that returns a signal representing the “value” of expanding
that node. The signal is computed according to the information available to the
evaluation function. Heuristics can only provide a guess as to which node appears
best. Sometimes, the evaluation function can lead the search astray. We will refer
to heuristics that tend to be accurate in their evaluation more often than not as

good heuristics.



Good heuristics have been found for some constraint satisfaction problems
(CSP) [59]. A CSP is a problem composed of a finite set of variables, each of which
is associated with a finite domain, and a set of constraints that restricts the values
the variables can take simultaneously. The objective is to assign a value to each
variable in order to satisfy all the constraints.

Harvey [24] found that heuristics for solving scheduling problems as con-
straint satisfaction problems lead the search algorithm straight to a goal most of
the time (with probability close to 1). In scheduling, a set of tasks with prece-
dences have to be assigned start times so that no constraints are violated. Other
constraints on possible assignments to variables may include ready times for tasks,
deadlines, resource requirements and availability, and setup costs.

One way to represent the scheduling problem as a CSP is to consider the
problem of assigning start times to tasks directly. In this case, the variables of the
CSP are the tasks and the domain is time. Search typically proceeds by identifying
one conflict and resolving it before resolving any other conflicts. This formulation
usually results in a prohibitively large search space, since there are many possible
times at which tasks can be scheduled.

A much better formulation arises from the insight that when scheduling a
particular task, different choices for time may fail for the same reason. For instance,
assume we choose to schedule task a after task b, despite the fact that e must
precede b. We may choose to schedule it immediately after or at any point in
time after b finishes. What is important here is not the exact time at which a is
scheduled, but rather, that a is scheduled to go after b.

The search space can be reduced dramatically by considering only the relative



ordering of tasks, rather than absolute start times. Times can easily be assigned
later. In this “precedence-based” formulation [56], the search starts with an order-
ing of the tasks that satisfies all of the precedence constraints. It then proceeds by
identifying a pair of tasks that violate some other constraint (resource, deadline,
etc.) and imposes a new precedence constraint in order to resolve the conflict. A
schedule is found when all constraints are satisfied. Thus, in this formulation of
scheduling, and in constraint satisfaction problems in general, all goals are found
at the leaves.

Two common types of scheduling problems are job-shop scheduling and re-
source constrained project scheduling [14]. In job-shop scheduling, a number of
jobs consisting of an ordered collection of tasks must be scheduled to run on ma-
chines by a set deadline. Each task may only be scheduled on one machine at a
time and all tasks have to be scheduled. Ready times and processing times for
each task are given. Resource constrained project scheduling is similar to job-shop
scheduling except that tasks may require more than a single resource (machine,
labor, etc.). We identify and justify the assumptions made throughout this work
based on observations about job-shop and resource-constrained project scheduling

problems.

1.2 Mistakes

Depth-first search (DFs), explores the heuristic path—the path formed by
choosing the heuristically-preferred option at each choice point—first, chronolog-
ically backtracking until a solution is found. Since DFS always expands nodes at

the deepest level of the search, DFs is the protocol that eliminates leaf nodes the



fastest. Thus, DFs is a good candidate for an optimal search protocol. Unfor-
tunately, for many problems, heuristics are more reliable near the bottom of the
search tree, after the problem size has been reduced, and tend to make mistakes
early in the search, where decisions are often made blindly and thus less reliably.

Mistake nodes were first defined by Harvey [24, 25]. Harvey defines a bad
node as a node that has no goals in the subtree beneath it. A good node is a
node that is not bad. A mistake node is a bad node whose parent is a good node.
Mistakes can occur only if at least one of the choices that are not preferred by the
heuristic leads to a goal. If no choices lead to a goal, the mistake must have been
made earlier.

The distribution of mistake nodes is critical to good performance of back-
tracking algorithms. Mistakes made near the top of the tree pose a larger threat to
backtracking algorithms than mistakes made near the bottom. The size of a failed
subtree is very large if the mistake is made at the top, and small if the mistake is
made at the bottom. Large failed subtrees can trap backtracking algorithms.

Although mistakes may be more likely to occur early in the search, mistakes
may also tend to occur elsewhere depending on how multiple heuristics used in
the problem interact. In solving constraint satisfaction problems, two kinds of
decisions need to be made: (1) which variable to choose and (2) how to value the
variable. Variable-ordering heuristics may interact with value-ordering heuristics
and force mistakes to be distributed uniformly or more heavily towards the bottom
of the search tree.

For instance, in precedence-based scheduling, variable-ordering heuristics

may suggest which task should be scheduled next and value-ordering heuristics
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suggest where it should be scheduled. If, after successfully schieduling k& — 1 tasks,
the kth task cannot be scheduled without violating the deadline constraints, then
a mistake occurs at depth £. Bad variable orderings cause this mistake to repeat in
different subtrees. This happens, for example, when task £ is long enough that the
other tasks necessarily need to be scheduled around it. A good variable ordering
will choose to schedule task & first.

In this work, we do not study the interactions between mistakes and different
variable-ordering heuristics. There have been extensive studies of good orderings
for scheduling problems both in artificial intelligence and in operations research.!
For the most part, we assume that a sensible ordering exists for the problem at

hand and that mistakes are exclusively the result of errors in the signal.

1.3 Limited Discrepancy Search

By convention, if nodes are heuristically ordered in a binary tree, the heuristic
choice is always “left” and heuristic violations— points at which the search does not
follow the heuristically preferred choice—are always “right”. A heuristic violation
is called a discrepancy [24]. Discrepancy-based approaches search paths in order
of increasing number of discrepancies [2, 18, 25, 36, 61, 41].

These approaches were designed in response to the “early mistakes” problem.
Limited discrepancy search [25] was the first efficient implementation. LDs first
searches the leftmost path, then all paths with at most one right branch, then all

paths with at most two right branches, ete., finally exploring all paths with at

'Good places to start looking for information on scheduling heuristics in-
clude: http://ic-www.arc.nasa.gov /ic/projects/xfr/papers/benchmark-article.html,
http://www cirl.uoregon.edu/aior, and http://mscmga.ms.ic.ac.uk/info.itml.



most d right branches. LDS maintains the discrepancy count of the current branqh
and backtracks whenever this count exceeds the discrepancy limit, or cutoff. Since
the discrepancy count never decreases as LDS descends the tree, all leaf nodes with
discrepancy count less than or equal to the cutoff value are explored in each iter-
ation. Because LDS exhaustively searches the whole space at d discrepancies, it is
guaranteed to find a solution if there is one, or else prove the problem is unsat-
isflable. Other variations of the algorithm [36, 61, 41] keep different accounting
measures in order to improve the performance of LDS under different conditions.
Unfortunately, discrepancy-based approaches may easily get confused if the
distribution of signal strength is not uniform or if it is dense (as in the case when
signals are real-valued). If two choices are rated as essentially equal by the heuris-
tic, then this is an indication that both should be explored at roughly the same
time. These two choices are either both equally likely to lead to a goal or the
heuristic is just uninformed with respect to which choice is more likely to lead to
success. In this case, discrepancy-based methods force one of the closely valued
choices to be labelled as a discrepancy, unnecessarily delaying exploration of this
choice. Success depends on how lucky the method is in labelling the discrepancy.
Although LDS is optimal in terms of the number of “wrong turns”, this num-
ber is not always correlated with the probability of success of following that path.
One path with two discrepancies may be more likely to lead to a goal than another
path with only one, depending on the strength of the signal (heuristic value) associ-
ated with the discrepancies. The fundamental observation here is that it is not the
number of discrepancies that matter, but rather the quality of the discrepancies.

So far, we have established that it is important to eliminate candidate leaf



nodes as quickly as possible and that it is important to spend time searching
where the heuristic is likely to make mistakes. We have also established that signal
strength plays a more significant role than discrepancies in determining where the
search effort should be spent.

Best-first search explores nodes so that the ones with best signal are expanded
first. Because best-first search methods expand nodes in strict order of decreasing
cost, these methods need enough memory to store the fringe in order to determine
which node to expand next. This may potentially require an exponential amount of
memory.? There are more efficient implementations of best-first search which relax
the requirement of expanding nodes in strict order of decreasing cost [33, 34, 51] by
iterating over a set of cutoffs and exploring nodes within the cutoff in depth-first
order. Unfortunately, these methods tend to adjust the cutoff by small amounts
between iterations and if all nodes have different values, the cutoff adjustments
may not explore enough nodes to justify the extra cost of the iteration.

Eliminating leaf nodes quickly tends to conflict with exploring them in the
best order. Even the more efficient best-first search methods may take a long
time to reach leaf nodes. Suppose there are several competing lines of best sets
of decisions. Best-first search may spend most of its available time jumping from
one set to another. This competition causes best-first search to re-explore these
paths over and over again, making little progress towards the leaves. Search effort
spent without making progress towards the leaves is wasted because many nodes
are being re-explored without improving the chances of success of the algorithm.

We refer to this waste of search effort, without significantly improving the chance

*For instance, when the cost is depth, best-first searches nodes in breadth-first order.



of success as thrashing. It is important to explore nodes in order of decreasing

value but it is also important to avoid thrashing.

1.4 Contributions

The algorithm proposed in this work, weighted discrepancy search (wDs),
finds a tradeoff between eliminating leaves and a good ordering. WDSs has the prop-
erties that (1) eliminates candidate leaf nodes quickly; (2) explores most promising
candidates first; and (3) avoids thrashing. The term weighted comes from the fact
that, unlike LDS which attaches binary values to decisions (a decision is either a
heuristic choice or a discrepancy), WDS transforms the signal into a weight between
0 and 1. WDs is an iterative algorithm: A cutoff policy determines the nodes that
are explored in each iteration. Only nodes with weight greater than or equal to
the current cutoff are explored in each iteration. Clearly, the performance of wDs
will depend on the cutoff policy used.

We propose a methodology to derive optimal cutoff policies. Optimal cutoff
policies minimize expected cost to solution. Optimal cutoff policies that maximize
probability of success given limited resources can also be obtained using the same
formalism. The optimal cutoff policy (OCP) is computed using only the depth and
breadth of the search space and the heuristics given as input.

A cutoff policy determines how wbs should distribute its search effort. Since
wDs using the OCP allocates its search effort optimally over the expected distri-
bution of problems, we say that wps using the OCP is an optimal search protoco!.
It is optimal in the sense that there is no other choice of cutoff policy that will

always do better. Of course it is possible that some completely different search
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strategy will emerge that does better.

The methodology begins by parameterizing the search space given the depth
and breadth of the tree and heuristic information. Having characterized the search
space of the problem at hand, we proceed to show it is possible to analytically and
numerically estitnate the number of nodes explored and the probability of success
of wDs at particular cutoff values. Thus, given a cutoff policy, we can compute the
expected cost to solution. However, since the objective is to determine the optimal
cutoff policy, the expression for the expected cost to solution is formulated in terms
of an arbitrary cutoff policy. This expression is minimized using the calculus of
variations. The minimization results in a differential equation whose solution is
the optimal cutoff policy.

In order to solve the differential equation, we organize the information about
the number of nodes explored and probability of success at different candidate
values into a performance profile. Because there are infinitely many candidate
cutoff values, we only collect data for some candidate values selected at random
and interpolate the data for the rest of the values. Thus, the performance profile
is only an approximation.

The performance profile quantifies the tradeoff between the cost of nodes
explored and the probability of success in exploring that many nodes. This in-
formation is used in calculating the expected cost to solution and in solving the
differential equation that yields the optimal cutoff policy. We show that wps with
the OCP allocates its resources optimally and is expected to find solutions faster
than DFS and LDS.

Specific contributions of this work are outlined in the following sections.
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1.4.1 Weighted Discrepancy Search

In wps, the signal strength is transformed into a weight that is used to decide
whether or not to delay exploration of the node and its subtree.® The weight
captures the likelihood that the choice contains a goal in its subtree. Weighted
discrepancy search overcomes the limitations of LDS, since paths with stronger
signal strength will be explored before paths with weaker signal strength regardless
of the discrepancy count. Exactly which paths are explored when is determined by
a cutoff policy. Since weights range anywhere between 0 and 1 (1 being most likely
to lead to a goal), it is not always clear how to pick a reasonable cutoff policy.

Our contribution begins by showing that, on real problems, weights are more
strongly correlated with real value than are discrepancies. We show that wps is
a generalization of LDS, and that wDs can also simulate 1-sAMP* and pDrs. We
show how to compute the costs in special cases and argue that wps with the
optimal cutoff policy will outperform 1-saMP, DFS, and LDS. The formulation of
the expected cost to solution in terms of an arbitrary cutoff policy is completely
original. Although wps is a generalization of LDS, Harvey's cost analysis for LDs

cannot be directly generalized because his analysis assumes the policy is known.

1.4.2 Optimal Cutoff Policies

‘The next major contribution lies in the development of a quantitative ap-

proach for obtaining OCPs based on the expression for the expected cost to solu-

4The current incarnation of the weighting scheme was derived during several research meetings
at CIRL.

“In 1-sAMP, the heuristic is followed to the leaf and if the leaf is not a goal node, the process
is repeated with different heuristics.
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tion. The expected cost to solution is expressed in terms of the number of nodes
explored and the probability of success at particular cutoff values. We show how
to estimate these quantities analytically and numerically. The numerical estimates
are obtained by Monte Carlo sampling. The following section describes our con-
tributions in doing principled simulations.

Our methodology for obtaining optimal cutoff policies is completely new.
Given the expression for the expected cost to solution, we use the calculus of
variations to find the cutoff policy that minimizes this expression. The result is a
differential equation that we solve using the numerical estimates for the unknowns
in the equation.

These results led to new results for LDS. Since the expression for the expected
cost to solution is expressed in terms of an arbitrary cutoff policy, we explore the
effect of skipping some iterations when doing LDS. We show that sometimes it
may be more fruitful to skip a few iterations in order to maximize the chances of
success.

Most of the results on optimal cutoff policies are obtained using uniform cost
functions. A uniform cost function assumes equal cost for every node expansion.
This is not true, in general. In many realistic situations, the value of a solution
varies inversely with the time taken to find it. A more realistic cost function might
assign lower cost to nodes explored before some node bound is reached and higher
cost to nodes explored afterward.

In general, cost functions may represent any function of time. Useful cost
functions should account for the cost of reasoning or acting, the presence of limited

resources (limits on the number of nodes explored), etc. In general, cost functions
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may account for anything that affects the agent’s behavior over time. If the cost
function reflects the limited availability of resources, then the problem is said to
belong to the field of “limited rationality” [51]. The objective, in this case, is to
search so as to maximize the probability of success within the resource limit.

We use a simple step cost function to illustrate how our analysis applies to the
case of arbitrary cost functions. In passing, we show that maximizing probability
of success with limited resources is analogous to minimizing the expected cost to
solution. We also show that our methodolo;gy yields an optimal search protocol
with non-uniform cost that ocutperforms the uniform cost optimal search protocol.

We are not aware of any research that attempts to characterize cost functions
that arise in practice. This could be due to the fact that no comprehensive approach
to dealing with cost functions has been proposed, until now. We hope that this

work will prompt researchers to begin study in this direction.

1.4.3 Search Space Characterization

The structure of the search space is a determining factor of the performance
of an algorithm. Harvey and Ginsberg [25] define a characterization of the search
space in terms of two parameters. One parameter is the heuristic probability p,
the probability that following the heuristic to the leaf will lead to a goal. The
other parameter is the mistake probability m, the probability that there is no goal
underneath a randomly chosen child. They show that p and m determine the
number of goals and their distribution in the search space. Thus, these parameters
characterize the search space.

In this work, we adopt and extend their characterization. We argue that the
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weight computed from the heuristic information is a good approximation to the
real probability of success of a node. We show how to compute the parameters p
and m from the weights.

Given depth, breadth, p, and m, we show how to construct a random-instance
generator. If depth and breadth are not known, methods such as those proposed
by Knuth [32] or Purdom [48] can be used to estimate the size of the tree. For the

purposes of this dissertation, we consider only complete uniform-depth trees.

1.5 Overview

We begin by providing background on Harvey and Ginsberg’s work on pa-
rameterizing the search space and on limited discrepancy search. Our contributions
start in Chapter III with the motivations that led to the development of weighted
discrepancy search. This chapter describes wps, gives an example of how it works,
and shows how WDs can simulate other backtracking algorithms using appropriate
weight functions and cutoff policies.

Chapter IV describes how to compute the expected cost of WDS in terms
of an arbitrary cutoff policy. Because wWDS is an extension of LDS, we begin by
presenting the expression for the expected cost to solution for LDS in terms of
an arbitrary cutoff policy. We show how this expression can be instantiated to
simulate DFs and show that the resulting expression coincides with that in [24].
The chapter ends with the generalization of the formulas to the case of wbps.

In Chapter V, we show how to obtain optimal cutoff policies. We begin with
a study of the space of possible cutoff policies. Optimal cutoff policies are obtained

by minimizing the expression for the expected cost to solution. The minimization



results in a differential equation whose solution is the optimal cutoff policy. We
use numerical methods to solve the differential equation. We present experimental
results that confirm that wDs using the optimal cutoff policy outperforms LDS
and DFS. Finally, we show that our analysis also applies when non-uniform cost
functions are associated with node expansions.

We show how our formalism works in the domain of number partitioning
in Chapter VI. The number partitioning problem [14] is the problem of finding
a partition of the given set of integers such that the sum of the integers in one
subset equals the sum of the integers in the other subset. We show that, counter
to our intuitions, it is hard to obtain good weights from the best heuristics for
the problem. We show that wWbs using the OCP is within 10% of the best known
search algorithm with the best weights we could find by trying out a few different
weighting schemes. This may not sound impressive, but the best algorithm when
most instances do not have perfect partitions is DFS, and the best algorithm when
most instances do have perfect partitions is 1LDS [36], an improved version of LDSs,
that eliminates some of the redundancy in LDS iterations.

Chapter VII describes other approaches to optimal search that relate to ours
and Chapter VIII states our conclusions and discusses possible directions for future

research.
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CHAPTER. IT

BACKGROUND

This chapter begins by describing the parameters of the search space ac-
cording to Harvey and Ginsberg [24, 25]. These parameters determine the goal
distribution and therefore, they also determine the performance of search algo-
rithms. Then, we describe limited discrepancy search and show how it works in a
small example. Finally, we summarize some performance results that show when

LDS outperforms other backtracking alternatives.

2.1 Parameterizing the Search Space

Several factors impact search performance. We already mentioned heuristics,
but unless heuristics are perfect, they alone are not exclusively responsible for
good performance. Easy problems tend to have many solutions, or solutions that
are easily found with the heuristics at hand. Hard problems tend to have few
solutions or have solutions that cluster away from heuristic choices. Goal density
and distribution in combination with heuristics determine search performance.

Before Harvey’s work, goals were assumed to be uniformly distributed. Har-
vey discovered that, at least for scheduling problems, this assumption is wrong and
that a much better assumption is that the mistake probability is constant. We will
see that if solutions cluster, the mistake probability tends to be constant. There

is evidence that solutions tend to cluster in some decision problems [24, 44].
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FIGURE 1. Easy problem turns hard for DFs.

2.1.1 Mistakes

Following Harvey [24], we define mistakes and the mistake probability as
follows. A bad node is a node that does not have any goals in the subtree beneath
it. A good node is a node that is not bad. A mistake node is a bad node whose
parent is a good node.

Different search procedures are affected differently by mistakes. Figure 1
illustrates that mistakes can be costly for depth-first search. Good nodes are
labeled with dots and bad nodes are labelled with x’s. If the first node is a mistake,
DFs explores the whole left subtree before finally reaching a goal. Mistakes are
costly when they have large subtrees below them.

The mistake probability, my, is defined as the likelihood that a randomly
selected child of a good node at depth % is a mistake node. Harvey [24] studied how
this mistake probability changes with depth when goals were randomly distributed.
The following summarizes his findings.

The mistake probability my, is just the ratio of by.;, the number of bad nodes

with good parents at depth k + 1, to bgy, + gr41, the total number of nodes with

good parents at depth k£ + 1. That is,
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T

my = —————
b1 + Gt

(2.1)

In a complete binary trec, each good parent has exactly two children, so the
number of bad and good nodes with pood parents at depth £ + 1 is twice the

number of good nodes with good parents at depth &, or

b1 + gre1 = 205 (2.2)

It is easy to see how the number of good nodes grows with depth using (2.1)
and (2.2):
G+l 20k 2(ge41 + beyr) P

— = ) = 2 1 — ).
Gk b1 + Gt bt + Grs1 D1 + Gra ( )

The number of good nodes, then, grows as 2(1 —my). Figure 2 shows how m
grows with depth. The graphs were generated as follows: Assume there are g goal
nodes in a tree of depth d. Since goals are uniformly distributed, the probability
that a leaf node is a goal is just p = .

The height of a child’s subtree at depth k is d—k — 1. There are 2¢°%~! fringe
nodes in that subtree. Given probability p that a fringe node is a goal node, the
probability x; that a child’s subtree has no goals, implying that the child is bad

Jis (1 — p)*"*"'. This is because the probability that a fringe node is not a goal is
1 — p and none of the 2¢°*~! fringe nodes may be goals. On the other hand, the
probability that the node is good is 1 — @ =1 — (1 — p)2 7",

If goals arc assigned independently, the probability that one child is good

and another child is bad is the product of the individual probabilities. We have
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FIGURE 2. Mistake probability with randomly distributed goals.

Just established that x; is the probability that a node is bad. The probability
that one node is good and its sibling bad is x4{1 — x;) and the probability that
both are good is (1 — z;)?. Since the mistake probability is the ratio of bad nodes
with good parents to all nodes with good parents, we just need to calculate each
of these quantities. The probability of there being one bad node (with a good
parent) is twice the probability that a node is bad and its sibling is good, or
2zx(1 — ) (one time the bad node may occur in the left, another time on the
right). The probability that there is one bad node or that both nodes are good is
223 (1 — zx) + (1 — zx)? = 1 — 3. Thus, the mistake probability is I"l(—l_;iﬂ

Figure 2 shows my; for trees with depth 20 and 50 and p = 0.25. The graphs
show a mistake probability very close to zero for depths less than d — 5 increasing
to about 0.47 between depths d — 5 and d. This behavior is not characteristic of
real problems, however.

Studies in real search trees have proven that the mistake probability is ac-

tually fairly constant [24]. Harvey found evidence that scheduling problems have
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large failed subtrees. Trees of depth 40 with 40,000 nodes were found without
solutions in the Sadeh suite of job-shop scheduling problems [52]. Harvey also con-
cludes that for scheduling problems with and without heuristics, the assumption
that the mistake probability is constant, while not exact, best approximates actual
behavior.

The mistake probability is affected by the distribution of goals. If goals are
randomly distributed, we saw that the mistake probability tends to be zero until
the last few levels of the search tree. Now, imagine that there is a single goal.
Figure 3 shows that the mistake probability is constant at all depths if there is
a single goal. This is because trees underneath mistake nodes do not affect the
mistake probability. For a single instance of a binary tree, either the left branch
leads to a good node or the right branch does, so my is equal to 0.5. Imagine now
that solutions were clustered underneath a single path. Figure 4 shows that the
mistake probability is also constant if solutions lie in a single cluster. As long as
solutions lie in clusters, it is much safer to assume that the mistake probability is
constant than the mistake probability is zero until the last few levels of the tree.
The mistake probability is 0.5 because subtrees with no bad nodes do not affect
My.

Parkes [44] first observed that solutions tend to cluster on random satisfia-
bility problems with at most three variables in each clause. These problems are
commonly referred to as random 3-SAT. The parameters of this class of problems
are the total number of variables n, and the number of clauses {(or constraints) c.
The ¢ clauses are generated independently by randomly picking 3 variables and

negating each variable with probability 50%. The point where instances change
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FIGURE 3. Mistake probability is constant if there is a single solution.

m;=0.5
my=0.5
my=0.5
my=0.5

FIGURE 4. Mistake probability is constant if solutions cluster.



from being almost certainly satisfiable to being almost certainly unsatisfiable has
been subject of extensive rescarch [8, 43, 62, 31, 55]. This point is interesting
because it lies in the middle of a region where instances transition from being
generally unsatisfiable to being generally satisfiable and this point tends to be
associated with a peak in the search cost in real problems [26].

Problems can be hard to solve because they either have few solutions or
because the solutions are clustered away from the heuristic. Parkes found that
as we cross into the unsatisfiable phase, a large class of instances emerges where
all the models lie in a single exponentially large cluster. These “single cluster”
instances are hard to solve.

Besides random 3-SAT and scheduling problems, there are also results that
indicate that solutions also tend to cluster in traveling salesman problems (TSP) [6].
In a TSP, a set of cities and their distance matrix is given and the objective is to
find the shortest tour so that no city is visited more than once and all cities are
covered by the tour. The tour has to start and end in the same city. Boese [6]
found evidence of clusters of low cost tours. He called these regions “big valley”
regions because they tend to have exponentially many low cost solutions. These

regions have also been studied elsewhere [63].

2.1.2 Heuristics

If a choice point has a goal node in the subtree below it, then with probability
p its preferred child contains a goal node in its subtree. This probability p is
the heuristic probabilily. Together, m and p describe a search space. A random

heuristic will have probability p = 1~m, since m is the probability that a randomly
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FIGURE 5. The four possibilities for good and bad node distribution.

selected child is a mistake. A heuristic that does better than random selection will
have probability p > 1 — m.

Harvey found that, for good heuristics [9, 56] on standard job-shop prob-
lems [60], 9 out of 10 times the preferred choice would lead to a goal: That trans-
lates to a success rate close to 1.0 (0.99).

How do p and m determine a search space? For simplicity, we illustrate the
concepts using binary trees. The analysis, however, is also valid for trees with
larger branching factors.

Figure 5 shows the four possible ways good and bad nodes may be distributed.
When building a search tree, each possible configuration can appear with a certain
probability. This probability is a function of p and m.

The heuristic probability is the probability that the preferred child of a good
node is good. Assuming nodes are heuristically ordered left-to-right, the heuristic
probability p equals the probability that X or Y occurs given that W does not
occur or

pr(X VY | =) = p. (2.3)

Since m is the probability a randomly chosen node is a mistake, the probability that
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only one node is good given its parent is good equals twice the mistake probability,
or

pr(Y V Z | =W) = 2m. (2.4)

Since given that the parent is good, either one of the children is good or both are,

pr(X VYV Z|-W)=1. (2.5)

If goals are assigned independently, we can conclude that the probability that both

children are good is one minus the probability that only one is good, or

pr(X | -W)=1-2m. (2.6)

Since event Z occurs only when the goal is located underneath the right child and

this happens whenever it is not underneath the left,

pr(Z | -W) =1 —np. (2.7)

Finally, from (2.5), (2.6), and (2.7) it follows that

pr(Y | =W) =p+2m - 1. (2.8)

Notice that the probability that a single child is good is 2m and the prob-
ability both children are good is 1 — 2m. It follows that the expected number of

goals is determined from m by (1(2m) + 2(1 — 2m))* = (2 — 2m)%. Additionally,
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we know that:

pr(left is good) + pr(right is good) > 1
p+2=p=2m > 1
2=-2m > 1

05 > m (2.9)

2.1.3 Generating Random Trees

Random trees can be generated inductively using (2.3} through (2.8) given
p and m. For instance, Figure G shows three possible tree configurations and the
corresponding probability of occurrence of each configuration. The probability of
occurrence of a particular tree is the product of the probability of occurrence of
each of the configurations X, Y, or Z. Let us focus on the first tree. The root
node has a good child on the left and a bad child on the right, so the probability
of occurrence of that particular configuration is p + 2m — 1, according to (2.8).
Since the subtree on the right has no good nodes, that subtree does not affect
the probabilities. Thus, we consider only the left subtree. The top choice of that
subtree has a bad node on the left and a good node on the right. The probability of
occurrence of this configuration is 1 —p according to (2.7). The choice on the left is
a mistake so we only consider the choice on the right. That also has a probability
of occurrence of 1 — p. The probability of occurrence of the whole tree is the
product of the occurrences of each of its good subtrees, or (p + 2m — 1)(1 — p)2.
When generating random trees, each of the trees in the figure will occur with its

corresponding probability.
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FIGURE 6. Sample trees and their probability of occurrence.
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2.1.4 Estimating Parameters of the Search Space

There are several methods to profile search trees for size in terms of depth and
branching factor. When confronted with small search trees it suffices to traverse
the tree and record average depth and branching factor. However, if the tree is
too large, sampling methods [32, 48] must be used.

The parameters p and m can be determined, if trees are small enough, by
traversing the whole tree and recording which nodes are good and which are bad
at eacl level. The parameter p is the ratio of configurations wlhere the left node is
good to all configurations and m is one half the ratio of configurations with only
one good node to all configurations. Unfortunately, trees grow exponentially and
it is often impractical to traverse the whole tree in reasonable time. Even if we
could, the quantities p and m would indicate properties of the particular tree and
not of a set of similar instances.

Harvey [24] concluded that if m is constant, sampling any portion of a search
tree is as good as sampling any other portion of the search tree regardless of the
path to the root. One way to profile for parameters of the search space is to follow a
path to some node at depth & and exhaustively search the subtree below that node.
It is important to choose £ so that enough samples can be made for the results
to be statistically significant. Harvey used bounded backtracking search (BBS)
to do his profiling. BBs follows a random path to some node at depth [ where
[ is the backtrack bound and then exhaustively searches the subtree underneath
that node. Furthermore, sampling only works when the problems are fairly easy,
since subtrees with no goals provide no further information on p and m. Harvey

suggests that sampling on successively more relaxed versions of the problem may
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provide information on how p and m vary across depth. A more relaxed version of
the problem can be obtained by imposing less constraints on the variables. This
can be achieved, for example, by removing some constraints. If p and m vary
predictably with depth across the different versions of the problem, a function
may characterize p and m in terms of the number of constraints and the results

may be extrapolated to the original problem.

2.2 Limited Diserepancy Search

When carefully tuned heuristics are available, the first logical step in finding
a solution to a large search problem is to follow the heuristic path to a leaf. When
this fails to lead to a solution, either the heuristics are modified or a search method
has to be invoked. Repeatedly modifying the heuristics until they lead to a solution
or time and patience are exhausted is known as 1-sAMP. Falling back to a search
method is arguably more efficient.

Since solutions are only found at the leaves, the objective is to search as
many leaf nodes as possible. The algorithm that explores leaf nodes as quickly as
possible is depth-first search. DFS explores the heuristic path first, chronologically
backtracking until a solution is found. If the leaf nodes of the search tree are
heuristically ordered, DFs will explore them left to right.

If the heuristic makes mistakes, and most of these mistakes are made near
the fringe of the search tee, DFS is the algorithm of choice. Unfortunately, there
is no reason to expect that mistakes will, in general, be confined to the later
decisions. Harvey [24] observed that if a mistake is made early in the search, it can

effectively trap DFS, causing it to spend all of its allowed run time exploring the
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failing subtree, without ever returning to a decision that actually matters. This is

known as the “early mistakes” phenomenon [25].

2.2.1 Algorithm

Limited discrepancy search was developed in response to the observations
that solutions to search problems typically involve only a small number of heuristic
violations, and these violations often occur near the root of the tree [25]. Lbs
searclies nodes in increasing order of discrepancies: Searching the heuristic path
first, then all paths with 1 discrepancy, then all paths with 2, and so on, finally
searching all paths with d discrepancies.

The notion of searching paths in order of increasing heuristic violations was
first proposed by Basin and Walsh in an algorithm called left-first search [2]. They
proposed left-first search in order to control term rewriting in theorem proving.
This implementation, however, had exponential memory requirements. The large
memory requirements were not a problem in theorem proving where trees are
small and each node corresponds to a large amount of computation. In contrast,
problems we are concerned with have large search trees and we assume each node
requires only a small amount of computation.

The LDS algorithm is given in Figure 7. LDs iteratively calls LDS SEARCH
with increasing cutoff. LDs SEARCH does a depth-first right-to-left traversal of
the tree, limiting the number of discrepancies to cutoff. Figure 8 shows how node
order in LDS compares to nodes order in DFS. It is easy to see that there is always
at least one path that leads to a leaf node at any particular cutoff, namely, the

one that deviates from the heuristic path as many times as the cutoff allows, but
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LDS (node, d)
for cutoff from 0 to d
result := LDS SEARCH (node, cutoff)
if result # NIL return result
return NIL

LDS SEARCH (node, cutoff)
if GOAL (node) return node
succs := EXPAND (node)
if NULL (succs) return NIL
if cutoff = ( return LDS SEARCH (LEFT{succs), 0)
else
result := LDS SEARCH (RIGHT(succs), cutoff—1)
if result # NIL return result
return LDS SEARCH (LEFT(succs), cutoff)
return result

FIGURE 7. Limited discrepancy search.
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FIGURE 8. Node order in LDS vs. DFS.
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follows the heuristic everywhere else.

Although LDS repeats the work of previous iterations, the overhead is neg-
ligible. In a tree of depth d, there is one path with zero discrepancies, d paths
with one discrepancy and in general (f) paths with £ discrepancies (the number of
ways of choosing k right branches out of d possible branches). Since each iteration
is approximately d times the size of its predecessor, the cost of the last iteration
dominates the sum of all previous iterations.! LDs explores leaf nodes slightly

more slowly than does DFS, but if the heuristic makes early mistakes it explores a

better set of leaves first.

2.2.2 Performance Results

Harvey [24] compared the performance of LDs with DFs and 1samp [38].
[saMP follqws a random path to a leaf and it restarts from the root if it fails to find
a goal node. He has shown theoretically and experimentally that LDS outperforms
DFS and ISAMP by several orders of magnitude. He showed, theoretically, that it
takes 1ISAMP 29,000 probes to get a probability of success of about 80%, while LDs
requires only about 600 nodes if m = 0.2 and p = 0.95. If the heuristic orders
successors randomly, however, then LDS does marginally worse than ISAMP and
DFS outperforms both methods by a couple of orders of magnitude. Table 1 shows
Harvey's results on a tree of height 30 with different values for p. The heuristic
orders nodes randomly if p = 1 — m, so if m = 0.2, the heuristic is random at

p = 0.8. Also notice that as the heuristic probability improves, p > 1 — m, the

IThis is true for carly iterations only. The cost actually increases by ‘i—‘:- In general, Harvey
argues that d is likely to be much larger than k, since in large search spaces LDS only gets to

explore a few iterations before we run out of time. Thus, this is not a gross underestimate of the
cost of the iterations, in practice.
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performance of LDS improves dramatically. For m = 0.2 and p > 0.9, for instance,
LDS is the algorithm of choice. Similar results are obtained for deeper trees. Table 2
shows the results for a tree of height 100 and mistake probability of 0.1. In this
case, it takes LDS about 2,000 nodes with p = 0.975 to reach a probability of

success of 50%, while 1SAMP searches 26,096 nodes on average to reach the same

probability of success.

TABLE 1. Probability of success after 20 probes or about 600 nodes on a tree of
height 30 with m = 0.2 and a solution density of 0.001.

Algorithm | p | Success Probability
ISAMP 0.03
DFS 0.35
LDS 0.85 0.12
LDS 0.9 0.4
LDS 0.95 0.85

TABLE 2. Probability of success after 20 probes or about 2,000 nodes on a tree
of height 100 with m = 0.1 and a solution density of 0.000026.

Algorithm | p | Success Probability
ISAMP 0.01
DFS 0.12
LDS 0.925 0.03
LDS 0.95 0.21
LDS 0.975 (0.82

Harvey also shows that combining LDS with bounded backtrack search (BBS)
performs better than LDS alone. BBS probes the space randomly but after detecting
an inconsistency, instead of returning to the root as 1ISAMP would, it chronologi-

cally backtracks until it reaches some backtrack bound, at which point it returns
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to the root and restarts. The combined LDS-BBS algorithm backtracks over failed
discrepancies that fall within the backtrack bound. Therefore, LDS-BBS does not
count discrepancies that fail quickly towards the discrepancy limit. LDS-BBS out-
performs LDS because the backtracking helps recover from mistakes made later in
the search. Adding a backtrack bound of I costs a factor of 2!, but since ! is usually
small, the extra cost is almost negligible.

Harvey ran LDS and LDS-BBS on job-shop problems from a standard OR li-
brary.? He found that the best OR algorithms at the time [60] performed anywhere
between 0.45% and 8.31% worse than optimal. LDs performed as well as the best
OR algorithms but LDS-BBS with a lookahead of 4 reduced the percentage worse
than optimal by about 1% on at least one problem.

The success of combining LDS with some form of backtracking led us to believe
that there may be a more principled way to balance LDS probes with backtracking.
In the following chapter we present a new algorithm called weighted discrepancy

search that combines the advantages of LDS with the advantages of backtracking.

2The problem set is standard in Operations Research and can be found at
http://mscmga.ms.ic.ac.uk/info.html.
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CHAPTER III

WEIGHTED DISCREPANCY SEARCH

We begin this chapter by presenting a few definitions. Then, we discuss the
intuitions behind weighted discrepancy search and justifications for the approach
taken. We present wDs and show it working on an example. We end this chap-
ter by showing that Wps can simulate 1-SAMP, LDS, and DFS given appropriate

instantiations for the weights and the cutoff policy.

3.1 Definiticns

We argued in the previous chapter that good heuristics make the correct
decision most of the time. Imagine we are given a good heuristic that makes
accurate decisions at the bottom of the search tree but it is almost random at
the top. Since the heuristic is good, it will typically not rate the mistake much
higher than the good choice, and therefore discrepancies near the top of the tree
will often be rated as close choices by the heuristic. Choices further down the tree
will typically be viewed as far clearer. We will call a discrepancy strong if the
heuristic views it as almost as good a choice as its preferred sibling, and weak if
the heuristic indicates that the choice is clear. LDS explores paths with single weak
discrepancies before exploring paths with two or more strong discrepancies, even
though the latter paths may well be more likely to contain solutions. Labelling
marginally weaker nodes as discrepancies is likely to produce problems for LDS.

The number of nodes explored grows roughly as a factor of d for early iterations.
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For deep trees, a factor of d is a high price to pay for ignoring the signal strength.

In order to design the most adequate heuristic for a particular problem, the
programmer must consider all the information available at the time of the search.
Local heuristics produce a signal according to how good a node is with respect to
all its siblings. In other words, local heuristics compute signals using information
local to each decision. Heuristics used in scheduling measure the impact of deciding
a particular ordering for a task versus all other possible orderings for that task.
Thus, scheduling heuristics are typically local heuristics. Global heuristics, on
the other hand, use information obtained by looking ahead in the search or doing
additional reasoning at each decision point. Although global heuristics tend to
make less mistakes than local heuristics, they are often impractical because they
are very expensive. One would think that with increase in processor speed, global
heuristics would replace local heuristics. However, Ginsberg {16] has argued that
in at least three cases: game-playing, planning, and scheduling, where Al has made
recent progress, human insight has been applied globally to reduce the problem to
one in which search with cheap heuristics is effective. Thus, in this dissertation,

we will deal exclusively with the issues surrounding local heuristics.

3.2 Effects of Strong Discrepancies in Backtracking,

Backtracking algorithms are brittle in the presence of strong discrepancies.
In both DFS and LDs, a choice that is marginally worse will be explored much later
in the search than a choice that is marginally better. Imagine the preferred choice
is a mistake and the other choice is rated as marginally worse by the heuristic. DFs

will unsuccessfully search the whole subtree underneath the mistake node before



36

recovering from the mistake. If that subtree is large, it will waste all of its search
effort. LDS will recover more gracefully, but it will still search all paths in that
subtree with discrepancy count less than the discrepancy count of the marginally
worse choice.

1-SAMP is cqually vulnerable. If the probe fails, the programmer will be
forced to re-engineer the heuristic even if the heuristic only made a handful of
mistakes. Without doing any search though, the programmer has no means of
acquiring an intuition about how accurate the heuristic is. Tailoring heuristics
to a specific problem is not easy and sometimes requires extensive testing or an
extremely well-developed intuition for what is going on. Acquiring this intuition
may take longer than searching in the neighborhood of heuristic choices.

Two choices with similarly strong signals should be explored at roughly the
same time, since they are both comparably likely to lead to a solution. Because a
strong signal indicates that the node is likely to lead to a goal, choices with strong
signals should be explored before choices with weaker signals. But, given a signal,
how do we determine what is the relative likelihood of goodness of the discrepancy
with respect to the preferred choice? Here, by goodness we mean a measure of
the likelihood to lead to a goal. Is signal strength alone enough to measure the

probability of success of a choice or can we do better?

3.3 Weights

Since signal strength is critical for good performance, we want to study how
weights can be assigned to choices in order to improve on the performance of LDS.

First, we want to find out if using the signal directly as the weight is likely to
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Actual Value

FIGURE 9. Signal strength correlates with actual value across different depths.

improve on LDS. The weights calculated in this way are only as useful as the signal
is, so the first thing we need to do is verify that the signal correlates with the
actual value of the choice.

In order to study the behavior of the signal, we took a standard job-shop
scheduling problem from the literature.! In order to study the problem completely,
we took several different subsets of the problem and looked at the search trees pro-
duced by these subproblems. The heuristics we used were the same heuristics used
by Crawford in combination with LDS to successfully solve resource constrained

project scheduling problems [10].> One thing we found is that the heuristic be-

!The problem suite is standard in Operations Research and can be found at
http://msemga.ms.ic.ac.uk/info.html.

2We found that these heuristics have also proven successful in producing state-of-the-art
solutions to job-shop scheduling problems.



38

65 . best fit -~
80 o |
’ °
m ° ° I
E ) 5 2 """'-ﬂ'-' amwar
g 55 i - _.-..._.. p— -t |
50 . ° |
-]
’ °

0 50 100 150 200 250 300
Signal

FIGURE 10. Linear correlation of 0.22 between signal and actual value at depth 5.

haved similarly in the different subsets of the same problem. The behavior of
the signal of a characteristic subset is shown in Figure 9. The figure shows the
behavior of the signal strength across different depths, the “actual” value of a
choice—the makespan of the schedule that results from making that choice. The
signal corresponds with the expected makespan assuming the rest of the conflicts
are resolved. Each data point represents a choice in the search tree. The first thing
to notice is that the higher the signal the higher the actual value (represented in
the z axis). This means that the signal is correlated with the actual value of the
choice. Figure 10 through Figure 13 show the slices at depths 5 through 8 with
the linear correlation between signal and value improving from 0.22 to 0.63.

The next thing to notice is that the density of the data is larger at depths
between 5 and 10 than near the top or near the bottom of the tree. This is obvicus

because the number of nodes increases exponentially as depth increases and the
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FIGURE 11. Linear correlation of 0.55 between signal and actual value at depth 6.
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FIGURE 13. Linear correlation of 0.63 between signal and actual value at depth 8.

trees are non-uniform. There are leaf nodes anywhere between depths 8 and 13.
What is not clear from the figure is that for particular values of depth and signal
strength the points are spread across different values in the z axis (representing the
actual values). In other words, the signal is the same for those points even though
the actual value is different. We will see that the weighting scheme we propose
correlates better than signal does with the actual value.

Typically in constraint satisfaction, future decisions depend on previous ones.
As choices are made, the set of possible assignments becomes more constrained and
the set of goal nodes reachable from the most recently explored node is a subset of
all possible goals. Think of the weight of a node not as a probability measure per
se, but as a measure of the likelihood that a goal is found in the subtree beneath
it. As choices are made, and the search space is reduced, there are less nodes that

remain as candidates for goals. Thus, children are less likely than (or as likely
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FIGURE 14. How weights are assigned in wDs.

as) their parents to lead to a goal. Do not confuse this likelihood measure with
a probability measure that the node is a goal. The probability of success may
increase as we descend the tree, in particular if we are heading towards a goal
node. But this probability measure can only increase if there is knowledge that
the path leads to a goal node. In the presence of uncertainty, all we can assure is
that in making choices we have ruled out other nodes that could potentially lead
to goals. Thus, we multiply the weights down the tree.

We require weights to reflect the strength of a discrepancy. The heuristic
choice should always have the higher weight and the other choices should have a
weight that corresponds to how likely they are to have a goal underneath relative
to the heuristic choice. One way to obtain “relative” weights is to normalize the
signal. Normalizing the heuristic value of both children with respect to the most
promising child will achieve two things. First, it will identify the preferred choice
and show how much more likely this choice is to lead to a goal versus making the
other choice. Second, it will label the preferred child with a 1, but since weights

are propagated downward, the preferred child will inherit its parent’s weight. This
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FIGURE 15. Correlation between discrepancy and exact value of a choice is 0.11.

means that each time WDS reaches an interior node, it will reach a leaf node, since
therc will be a path to a leaf with the same weight.

Two choices with similar signal strength will have similar weights. For in-
stance, in Figure 14, the first two choices are rated as close by the heuristic. The
first discrepancy is an example of a strong discrepancy. The other two single
discrepancies, at depths 2 and 3, are examples of weak discrepancies.

We have claimed that the weight should correlate better with the exact value
of a choice than the signal produced by the heuristic. In order to show that this
claim is true, we calculated the correlation between discrepancy count and exact
value of a choice for choices in job-shop scheduling problems. Figure 15 shows the
correlation between discrepancy count and the exact value for choices at depth
5 for the same job-shop scheduling problem we mentioned at the beginning of

this section. The figure shows that the discrepancy count is not always correlated
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with the exact value. A correlation of 0.11 too weak to be considered other than
random. Notice that the slight correlation is positive. This is due to the fact that
shorter schedules appear to lie in paths with fewer discrepancies.

On the other hand, Figure 16 shows weight tends to correlate better. This
figure shows the weights calculated from the signal for the same problem at depth 5.
Observe that weights result in a negative correlation with the exact value. This is
due to the fact that in scheduling the better choices have shorter makespan (length
of the longest path of jobs). The better the choice, the shorter the makespan, the
higher the weight. Thus, weights are negatively correlated with exact value.

Since weights are better correlated with actual value than discrepancy count,

searching in order of decreasing weights should improve our chances of success.
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3.3.1 Weights in LDs

WDs is a generalization of LDS, and weights can be assigned so as to simulate
discrepancy counts. Discrepancy counts and weights share the same properties:
While in LDS discrepancy counts do not decrease as we descend the tree, in wDs
weights do not increase. In LDS the preferred child has the same discrepancy count
as the parent, and in WDS it has the same weight. The only difference is in the non-
preferred child. In LDS the non-preferred child is labelled as a discrepancy. The
discrepancy “weighs” the same regardless of the depth at which it occurs. Thus,
it suffices to assign a constant weight to each discrepancy. Assume the normalized
signal is 1 for the heuristic choice and w for the other choice. The weight of the
non-preferred choice will be w times the weight of the parent. If there is only one
other discrepancy in the path to the parent, the node’s weight will be w?. That is,
each node is assigned a power of w.

Figure 17 shows how weights are assigned to simulate LDS. In this particular
example, the weights are assigned to reflect the fact that the choice on the left is

exactly twice more likely as the choice on the right to lead to a goal. Signal strength



however, is unlikely to be uniform across depths, and no matter what value we pick
for w, it is never going to reflect the true signal distribution. It seems unlikely to
be the case that all discrepancies are rated as equal by the heuristic.

Consider building a tree from top-to-bottom using the discrepancy counts
as node labels. At depth 1, there is one node at 0 discrepancies and one node at
1 discrepancy. At depth 2, there is one node at 0 discrepancies, two nodes at 1
discrepancy and one node at 2 discrepancies. It is casy to see a pattern emerging.
Append the sequence obtained by adding one to (0,1) to the end of the (0,1)
sequence. This results in the sequence (0,1, 1,2), exactly the discrepancy distri-
bution (or exponent of the weight) for depth 2. The distribution of discrepancy
counts of nodes at depth 3 can be obtained in a similar fashion. First we copy
the sequence at depth 2 (0,1,1,2). Then we add one to the sequence to obtain
(1,2,2,3). Finally, we append the new sequence to the original one to obtain
(0,1,1,2,1,2,2,3). Intuitively, if we are building the tree from the bottom up,
a new level is formed by copying the tree structure we have constructed so far,
adding one to each discrepancy count appearing in the copy and placing the copy
to the right of the original structure, and joining both structures by a new root
node.

Viewed from the top down, one can identify the number of & discrepancies
at depth d by counting the number of ways one can descend the tree by going
right k times in at most d descents. This is the same as counting the number of
ways one can choose k right branches out of a total of d possible right branches.
‘This quantity is characterized by the binomial coefficients and is commonly written

as ({). The binomial coefficients appear in the binomial probability distribution:
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term.

It is well known that the binomial distribution tends to approximate to a
normal distribution [22]. This fact is especially true when the n, the top of the
binomial coefficient, is very large and when np and ng are both equal to or greater
than 10. In the case o_f a binary tree, this means that if the tree has depth greater
than or equal to 10, the number of discrepancies distributes according to the normal
distribution, with mean d and standard deviation vd.

Although LDs weights themselves do not distribute according to the normal
distribution, their logarithms do. This is because the logarithm of weights encodes
the discrepancy count of the choice. As seen in the construction above, the only
parameter of this distribution is depth. Let us now examine the weight distribution

in wps.

3.3.2 Weights in WbDs

So far, we have seen that the signal in scheduling problems tends to correlate
better with actual value of a choice as depth increases. We have also argued that
weights correlate with the actual value better than signals and discrepancy counts.
In this section, we study the weight distribution. In order to study the weight
distribution we decided to look at how the weights are distributed in the same
job-shop scheduling problems we looked at in Section 3.3. Because we wanted

to explore the whole tree and since we established previously that subsets of the
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same problem behaved similarly, we took one subset of each of the following three

different problems:

1. mt06, from Fisher and Thompson [12]. It has 6 jobs that must run on 6

machines.

2. 1a39, from Lawrence [39]. This problem has 15 jobs that must run on 15

machines.

3. tail15x15, from the Taillard suite of problems 158]. It has 15 jobs that should

run on 15 machines.

The descriptions of these problems can be found in Appendix A along with the
descriptions of the subsets we took. For the purposes of the following discussion,
we will refer to the subset of mt06 as Problem 1. The subset of 1239 will be referred
to as Problem 2, and the subset of tail15x15 will be Problem 3.

Figure 18 shows the weight distribution at the leaves for Problem 1 and
Figure 19 and Figure 20 show distribution of weights at the leaves for Problems 2
and 3, respectively. The figures also show the best fit to the data. The best fits
show that the weights also distribute lognormally [1]. The lognormal distribution

is the following:

We found that different job-shop scheduling problems distribute lognormally
with different values for the parameters of the distribution. The different values,
however, seem to depend only on depth.? All of the parameters increase as the av-

erage depth of the problem increases. These changes can be explained by observing

3They probably depend also on breadth, but the problems we studied have branching factor 2.
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FIGURE 18. Lognormal distribution of weights with o = 3,820,903, o = 2.92,
and g = 12.9 for Problem 1. This problem has average depth 10.
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and g = 15.58 for Problem 3. This problem has average depth 12.

the distribution. If the distribution is approximated by f(x), the total number of
nodes in the tree is approximated by j;)m f(z)dz. As depth increases, so does the
number of nodes in the tree. Thus, the fact that the number of nodes increases
explains the increase in a. The mean of the distribution, given by exp(u + 30?)
also increases with depth. The means for Problems 1, 2, and 3 are 7.44, 4.60, and
30.52, respectively. Hence, we believe it may be possible to extrapolate the weight
distribution at large depths from a set of problems at smaller depths. Moreover,
the subset problems need not be of the same instance since, as we have seen, the
weight distribution seems to be tied to signal and problem class, rather than to a

particular instance.
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wDSs (cutoff-policy)
for cutoff in cutoff-policy do
result := WDS SEARCH (root, 1.0, cutoff)
if result # NIL return result
return NIL

WDS SEARCH (node, parent-weight, cutoff)
if GOAL (node) return node
succs := EXPAND (node)
sorted-succs := SORT (succs)
for child in sorted-succs
weight := WEIGH (child, parent-weight)
if weight > cutoff
WDS SEARCH (child, weight, cutoff)
return NIL

FIGURE 21. Weighted discrepancy search.

3.4 Algorithm

In wDs, the weight captures the expectation that the choice contains a goal
in the subtree underneath it (independently of its siblings). The only information
the algorithm has about a node, at any particular time, is its signal strength, that
of its siblings, and the weight of the parent. The weight of the node is calculated
by normalizing its signal with respect to the best sibling and multiplying it by the
weight of the parent. Weights are highest where the signal is strongest.

WDs is a recursive algorithm that iterates through the given cutoff policy
exploring nodes with weight larger than or equal to the current cutoff in each
iteration. The wDSs algorithm is shown in Figure 21. WDS iteratively calls wD$
SEARCH with each successive cutoff. WDS SEARCH does a depth-first traversal

of the tree, exploring nodes with higher weight first and only nodes with weight
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FIGURE 22. Comparing LDS to WDS on a small tree with a single goal.

larger than or equal to cutoff. SORT sorts nodes in decreasing order.

The first call to WDS SEARCH is made with a parent~weight of 1, so in the
case of the heuristic path, every node on the path is valued 1. Since the best child
is always assigned the same weight as its parent and search proceeds in depth-first
order at least one leaf node is reached every time an interior node is expanded.
Weight values do not increase as wDS descends the tree. Thus all leaf nodes with
weight greater than or equal to the cutoff value are explored in each iteration. The
cutoff policy is a set of decreasing values between 1 and 0, inclusive. wbDs will

search the whole tree when cutoff reaches 0.

3.9 Example

Weighted discrepancy search overcomes the limitations of LDS. Paths with
stronger signal strength will be explored sooner than paths with weaker signal
strength regardless of the discrepancy count. For instance, in Figure 22 the goal

is found by LDS in the third iteration after exploring eleven leaf nodes, but wps
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FIGURE 23. LDs explores all single discrepancies even in trees with large branch-
ing factors. The arrows represent probes following the heuristic to the leaf.

may reach the goal after only exploring three leaf nodes if it begins with a cutoff
larger than 0.5 and smaller than or equal to 0.8.

In search spaces with larger branching factors, LDS will spend all of its allowed
run time exploring all discrepancies regardless of whether these discrepancies are
likely to lead to a goal or not. Figure 23 shows the branches that would be explored
by LDS(1) on a tree with large branching factor on the first level. In trees with
large branching factors, LDS may not get to explore paths with greater number of
discrepancies but better chances of success. In trees with large branching factors,
it is unlikely that all single discrepancies will have a signal that is equally strong.
Some discrepancies will have stronger signal than others and we should explore
discrepancies with strong signal before exploring discrepancies with weaker signals.

In contrast to LDS, WDS will spend its time exploring the stronger discrep-
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ancies regardless of their positioning in thé tree. How soon wDs gets to the goal,
however, depends on the cutoff policy. In this work, we assume the cutoff policy
is chosen before the search begins. In this case, it is possible to choose a cutoff
policy where each iteration explores only one new node each time. In the worst
case, a policy such as {1.0,0.99,0.98,0.97, ..} may be chosen in which case wDs,
running on the example in Figure 22, explores the heuristic path ten times before
exploring any new paths. Of course, we can easily guarantee at run-time that the
policy explores at least one new node each time, by storing the largest weight we
have pruned and skipping cutoffs smaller than the current one and larger than this
stored weight.

Because wDS assigns real-valued weights to the nodes, it is no longer clear
which cutoff values should be part of the policy. In LDS there are only d+1 different
weights, but in wDs the weight space is continuous. If the cutoff value decreases
too rapidly between iterations, wpSs will spend time exploring nodes with low
weights before it explores more promising nodes. If the cutoff value decreases only
slightly, wbs may end up searching very few additional nodes without significantly

improving its chance of success.

3.6 Simulation of 1-SaMpP, DFS, and LDS

WDS can simulate other algorithms by fixing the weights and the cutoff
policy. WDSs simulates LDS when the weights are powers of w for some value of
w. All nodes in paths with one discrepancy have weight w, all nodes in paths
with two discrepancies have weight w?, etc. The cutoff policy {1, w,w?, ..., w*}

corresponds to the d -4 1 iterations of LDS.



WDSs can simulate DFS as well. Since WDS explores nodes in a depth-first
order within a cutoff, wps will simulate DFS when the cutoff policy has a single
cutoff that is smaller than all weights, for example, {0}. Similarly, 1-SAMP is
simulated by setting the cutoff policy to {1}. This ensures that the heuristic path
is the only one explored.

Since wbDS can simulate LDS, DFS, and 1-SAMP, the expected cost of wWDS
with the optimal cutoff policy will be at most the cost of the best of these on any
given search problem. The following chapter presents an average case cost analysis

for all of these algorithms.



CHAPTER IV

AVERAGE CASE COST ANALYSIS

We established in the previous chapter that the performance of wps depends
on the cutoff policy used. In this chapter we present an average case cost analysis
in terms of an arbitrary cutoff policy. Harvey [24] presents an analysis of LDS and
DFS, but his analysis depends on the fact that the corresponding cutoff policies
are known. In wbDs the cutoff policy is exactly what we are trying to determine.
Instead of extending Harvey’s results directly, we are forced to find a different
formulation. However, we obtain the same results in the cases where the policy is

known. We present the analysis for LDs first and then extend the results to cope

with wbDs.

4.1 A Simple Case: Expected Cost of L.DS

The expected cost to solution is given by adding the product of the number
of nodes explored by the probability of success of each iteration. The probability of
success is given by the probability of occurrence of each possible tree configuration.
We already saw in Section 2.1.3 that it is possible to calculate the probability of
occurrence of each possible tree configuration. All we have to do is collect all the
probabilities for the trees where LDS(c) might succeed for each cutoff ¢, count the
number of nodes LDS(c) will explore before it succeeds in each case, and compute
the expected cost.

Figure 24 shows the possible trees for each iteration where LDS might succeed
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FIGURE 24. Probability that LDS succeeds in each iteration.



TABLE 3. Probability of success for LDS(0) through LDS(3).

Lps(0) (a) [
Lps(1) (a) (1 -p)
(b) P(1-p)
(c) (1-2m)(1 - p)*p* + (1 — p)p’
Lps(2) (a) | (p+2m—1)(1-p)* + (1 - 2m)(1 — p)*(1 — p?)
(b) p(1-p)®
(c) p{1 —p)*
Lps(3) (a) (1-p)?°

for a tree of depth three. A dash (-) denotes a don’t care, where either a bad node
or a good node may occur, an x denotes bad nodes and a g denotes good nodes.
The unlabelled subtrees account for all possible subtree configurations and thus,
the probability of occurrence is one. These subtrees play no role in the computation
of the probability of occurrence of the tree. The nodes explored for the first time
in each iteration are denoted by circles. For simplicity, in the foliowing analysis we
assume m and p constant, but the same formula applies if m or p are functions.
Table 3 shows the corresponding probabilities for the trees in the figure.

Notice that the probability of success of LDS(1) is not 3p*(1 —p) as one might
casually assume, since LDS(1) explores all paths with two left branches and one
right branch. Similarly, the probability of success of LDS(2) is not 3p(1 — p)2. The
difference in the first case is that LDS(1) skips a node on the left subtree, which
may or may not contain a goal (represented by the - symbol in Figure 24), and we
must account for either case. In the second case, the difference is that we must
account for the fact that the success of LDS(2) is conditional on LDS(1) failing on
a node on the right subtree.

The expected cost to solution of LDS for a tree of depth 3 is given by the



following equation:

EC(3,p,m) =
ap® +
9p*(1 — p) + 11p°(1 — p} + 14((1 = 2m}1 - p)*p* + (1 — p)p*) +
22((p+ 2m - 11 = p)° + (1 - 2m)(1 - p)*(1 — p?)) +
26p(1 — p)* +28p(1 — p)* +

43(1 - p)® (4.1)

For larger depths, one can approximate the expected cost to solution by
averaging the probability of success across all nodes in the iteration. For illustration
purposes only, let us calculate the approximate cost and see what is the difference
between the exact and the approximate cost to solution. The approximate cost for

a tree of depth 3 is given by:

AC(3,p,m) =
4p* +
(4+ 322)(2p°(1 — p) + (1 = 2m)(1 — p)*p* + (1 - p)p*) +
(14 + 334)((p + 2m — 1)(1 = p)* + (1 = 2m)(L — p)*(1 - p*) + p(1 - p)*) +

43(1 — p)? (4.2)

Figure 25 shows that the approximate cost (4.2) is a slight underestimate
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FIGURE 25. Approximate cost underestimates the exact cost for a tree of depth 3.
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ATATATA

FIGURE 26. The Four Passibilities for Good and Bad Node Distribution.

of the exact cost (4.1). This approximation yields a simple way to calculate the
expected cost. We will later see that this approximation is also a good approxima-
tion to the expected cost to solution. It also allows us to recursively compute the
number of nodes explored and the probability of success. These quantities can be
computed efficiently using dynamic programming.

The recursive function for the number of nodes explored in case of failure is:

1 ifd=20
Nga(d, c) = (4.3)
1+ Npat(d — 1,¢) + Npaa(d — 1,¢ — 1) otherwise
It may be instructive to consider building a tree from top to bottom. The
quantity d denotes how many levels are left to explore. The expression for the
number of nodes in case of failure counts one for each explored node plus the
number of nodes in the left child with the same number of discrepancies, but one
less level left to explore, plus the number of nodes in the right child with one less
allowed discrepancy and one less level left to explore.
Following a similar argument, but also making sure the probabilities of oc-

currence of each possible goal configuration in Figure 26 are taken into account,



61

we can compute the probability of success for each iteration. Instead of directly
computing the probability of failure we compute the probability of failing to fail
because it is it is conceptually easier to compute. For instance, event X now rep-
resents the case where we fail to fail in both children. The probability of failing to
fail is computed by multiplying the probability of occurrence of each configuration
{e.g. pr(X | =W)) by the probability of failing to fail in both the left and right
choices (e.g. Pri{d — 1,¢)Pra(d — 1,¢ — 1)).

’

0 ifk=d

1 ifd=0
Prait(d, c) = {
[)['(X I _'I’V)Pfai[(d -1, C)Pra“(d -1l,¢c— 1)+

otherwise
L pr(Y | =W)Pra(d — 1,¢) + pr(Z | -W)Pga(d — 1,¢ — 1)

(4.4)
In general, the expected cost to solution for a tree of depth d, where the cost

is grouped by iterations, is computed as follows:

d e=1
(LDS) = Z Psucc(da c,Cc— 1)(2 Nfail(d:j) + Nsucc(ds C)) (4'5)
c=0 =0

where Pgycc(d, c,c — 1) is the probability of success at cutoff ¢ given that we failed
at ¢ — 1, Np(d, j) is the total number of nodes at cutoff 7, and Ng,.(d, ¢} is the
number of nodes explored at cutoff ¢ on average when it succeeds.

We show how to compute Pgy(d, c,c — 1) from (4.4) next. Puc(d,c,c— 1)
is the probability that LDS with cutoff ¢ succeeds given that it failed at previous

cutoffs. Notice that if LDS failed at cutoff ¢ — 1 it must have also failed at previous
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cutoffs 0...¢c — 2. This is because the nodes explored at ¢ — 1 are a superset of

nodes explored at previous cutoffs. Thus,

Pauce(d, ¢, = 1) = Pyyeeld, €) = Payee(d,c— 1) (4.6)

= P{au(d,ﬂ - ].:l = Pfail(da C)‘ (47)

Substituting Pgyee in (4.5) we obtain:

o =1
(LDS) == Z(Pfail(dy Com 1) i anil(d's C))(Z Nl'nil(d:j) + NSHCC(da C)) (4'8)
e=0 3=0

Npai(d, ¢) is computed from (4.3) directly. The number of nodes explored in
the successful iteration is harder to predict. One may assume, as we did in (4.2),
that success is distributed uniformly across the different probes of the iteration,
but it is possible to obtain a more accurate estimate by weighing the distribution
according to the heuristic probability, p.

Nsuee(d, €) is derived from an analysis of the cost of searching a good node,
following analysis by Harvey [24]. Recall that a good node is a node with a goal in
the subtree underneath it. A bad node is any node that is not a good node. With
heuristic probability p, the cost of searching a good node at depth d with cutoff ¢

can be expressed recursively as:

1 ifk=d

Good(d, k,c,p) = 1+ pGood(d,k + 1,¢,p)+ (4.9)
otherwise

(1 — p)(Bad(d, k + 1,¢,p) + Good{d, k + 1,¢ — 1,p))
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where,

1 ifk=d

1+d-k+ E?;g_l Bad(d,d — j,c ~ 1,p) otherwise
(4.10)

Bad(d, k,c,p) =

where & keeps count of the recursion depth and the initial call is made with
Good(d, 0, c,p). Good basically computes how many nodes are explored if we suc-
ceed on the left (which we do with probability p) plus the number of nodes explored
if we succeed on the right (and fail on the left with probability 1 — p).

Expanding the recursions and rearranging terms we arrive at the following

simplified expression for the expected cost for the successful iteration.'

d d—1 c mp k+l
Yo+ (1-p) (d- p"+ZZZ 1= p)"Crlin, ... i h)  (4.11)
k=0 k=0 k=1 ;=0 h=

where,
d-1 ifk=1
m; = (4.12)
f—1 — 1 if ki3ed

!Section B.1 contains an explanation of how the simplified forms were obtained with the help
of Maple (http://www.maplesoft.com), a software for symbolic manipulation.
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¢ d-k-1 _
> (d-j-k)p ifh >k
j=d=ip—k
d—ij—(h+1)
Cility.oyim By =3 (e +1) > P ith<k (4.13)
d—i=—’?kz+l) . d-k .
+1) > P+ Y, P ith=k
- j=ma J=d=1 <k
where,
0 ifh=1
Mo = (4.14)
d—ip1—(k=1) fh>1
We derive closed-form solutions for most of the expressions above.
d
= d+1
>opt=— = (4.15)
k=0 -P
d d d
D=kt = dYy - Kt
k=0 k=0 k=0
_d—p*)  dp*tt - (d+1)p* 4 p
1-p (1—p)?
d+1
pitt —dp+d—p
= 4.16
(1-p)? Sk

These closed-form formulas are enough to get closed-form expressions for the first

two terms of the second

expression and for the coefficients, Cj.



We can simplify the expressions even further so that the formula in its sim-

plest form is:

¢ myp k+l1

L+d+> Y > (1-p)*Cili,... ix, h)

k=1 i;,=0 h=]
where,
d—-1 iftk=1
my =
-1 —1 ifk>1

and where,

r pd-k-i-l_ikpd-ik-k-{(-:_l_;;,;gd—ik—&_pqt—ak—k+l i h >k
(ik+1)(P“""‘l':_—"Pd""‘“'Hl) ith<k

Cilin,---yig, h) = { Lt ) if h <k
(ik+l)p"'5"'1_k+ll:;kp“"k"‘—rid'k*' ifth==%k

\ ik+l—iki’i;:k_l—l’d ifh==F

(4.17)

(4.18)

and h # 1
and h=1
and h # 1

and h=1
(4.19)

Let us try to understand at least where the terms come from. 1+ d is just

the number of nodes explored in the leftmost probe. The term with the nested

sums amounts to counting nodes in paths with all the possible combinations of up

to ¢ right turns.

For example, let us explore the expression for a tree of depth 2 and cutoffs

0, 1, and 2. For ¢ = 0, we notice that the nested sums term is eliminated since the

upper limit of the sum is lower than the lower limit of the sum. Then, for ¢ = 0,

the term is just 3 which is exactly d + 1.
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For¢c=1:

3+ Z 2(1 = p)*Ci(ir, h) =

11 Ol'l

3+(1- P)C'l(U, 1)+ (1-p)3Ci(0,2) + (1 - p)Ci(1,1) + (1 = p)?C1(1,2) =

3—-p*-2p (4.20)

One way to interpret the coefficients is to consider the ones that multiply
1 — p as quantifying the probability of failing once, first, at depth 1 and then at
depth 2. The other coefficients evaluate to ( in this case.

Finally, for c = 2:

i1—-! 3

3+ZZ1— YO, h) + DD (1= p)*Caliy, in, b)) =

§11=0 h=1 ip=0 h=1
3—p?—2p+ (1 -p)C2(1,0,1) + (1 — p)2C4(1,0,2) + (1 — p)3Cs(1,0,3) =

3—-pP=2p+(1-p)=7-4p (4.21)

The coefficients of all terms except the one that multiplies (1 —p)? disappear.

Notice that the nested sums result in a polynomial in p. This polynomial
depends only on d, ¢, and p. We can further assume this polynomial is evaluated
off-line and results in the term poly(d, ¢, p).

Substituting into the equation we arrive at the following formula for the

expected cost for the successful iteration at cutoff c is

Nouee(d,¢) = 1+d + > _ poly(d, c,p) (4.22)
k=1

For fixed values of p and m we graphed (4.8) against the data obtained by
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Depth 10

FIGURE 27. Comparing theoretical LDS costs with average over 1,000 runs at
small and large depths.
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Monte Carlo simulations on trees generated as discussed in Section 2.1.3. Each
point in the graph corresponds to the average cost over 1000 trials for each pair
of values for p and m. The surface corresponds to the theoretical estimate of the
expected cost to solution. The results are displayed in Figure 27. Notice that
the theoretical curve for small values of m is always underneath the experimental
data. This is an effect of calculating the expected value by iterations instead of
calculating the expected cost of each path within each iteration. We emphasize
that without knowing the cutoft policy we are unable to determine which paths
will be explored in each iteration and that therefore, we are unable to calculate
the exact cost. The difference between this approximate cost and the exact cost is

minimal, however.

4.2 Expected Cost of DFsS

WDs simulates DFS when the cutoff policy is {0}. Lbs explores the whole
tree in the last iteration, when ¢ = d. If we consider this as the single iteration of
the algorithm, then LDs would effectively explore the same nodes as DFS. Thus,
the expected cost is the probability of succeeding in this single iteration (which is
one since we assume the problem is satisfiable} times the expected number nodes
in this successful iteration. The expected cost is given by (4.22) by replacing ¢ with
d, since we allow up to d discrepancies in this iteration. Simplifying all expressions

yields the expected cost of DFs:

(DFS) = 14 d+ (1 —p)(2H! -2 —d) (4.23)

In fact, if we replace d by 2 in (4.23) we obtain 7 — 4p which is exactly what
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we obtained in (4.21). The same result is obtained by Harvey [24] for the last

iteration of LDS on a tree of depth 2.

4.3 Expected Cost of WDS

In order to generalize the results of the previous section, we need to change
the definition of the cutoff policy. The LDs policy {0,1,...,d} is made up of
integral values, but the wDs policy will be made up of values between 0 and 1.
A cutoff policy for wDs is a function from iteration numbers to values between 0
and 1, € : N = [0,1]. Following LDS, we are only interested in strictly monotonic
cutoff policies for wDs. Instead of writing C(i) for a particular cutoff value, we
write C;, since the parameter is an integer and a wWDS policy could just as well be

denoted by a sequence of cutoff values.

4.3.1 General Expression for the Expected Cost

The general expression for the expected cost to solution for wps is similar

to the expression for LDS (4.5):
l i=1
(WDS) — Z Psucc(cis Ci—l)(z Nfail(cj) + Nsucc (Cl)) (4'24)

i=1 =1

where { denotes the length of the policy C. Notice we left out the parameter d

assuming it is fixed for a particular problem. Rearranging, we get

! !
(WDS) = Z Nouce (Ci) Psuce (Ciy Ci—y) + Npain(C;) Z Psuec(Cs,Cj—1).

i=1 j=itl

As in LDS, in WDS each iteration explores a superset of the nodes explored
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in previous iterations, so

Psucc (C:'y Ci—l ) — Psucc (C‘!) = Psur.r. (Cl— 1 )

= Pfail(Ci_l) =7 Pfail(cl)

and the expected cost becomes

{
> Nouee (€ (Praat(Cimt) = Pran(C2)) +

i=1

!
Nean(C)( D Pran(Cio1) — Pran(C5))

=i+l

{wDSs)

{
= ZNsucc(Ci)anil(Ci—l) + (Nfai](ci) - Nsucc(ci))Pfail(ci)- (4-25)
i=1

But, in order to compute the expected cost to solution we need to compute Ngcc,
Npi, and Pp; in terms of a cutoff policy. We are interested in the case where
the cutoff policy yields the minimum expected cost to solution. So far, we have
assumed that the cost of exploring nodes is uniform and therefore, each node can
be assumed to be of unit cost. In the following chapter we show that it is possible
to do a similar analysis to find the OCP even if some nodes are cheaper than
others. In this case, we will say that the cost of exploring nodes is non-uniform.
In either case, we will show that the optimal cutoff policy, OCP, will be the one

that minimizes (4.25).
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CHAPTER V

OPTIMAL CUTOFF POLICIES

There are several ways to obtain the optimal policy from the equation of
the expected cost to solution (4.25). One way is to analytically find the cutoff
policy that minimizes this equation. Another way is to rﬁinimize the equation
for the expected cost to solution using numerical methods. Numerical methods
usually incur errors and should be used only when the mathematics proves to be
too difficult to handle directly. We choose to analytically derive the optimal cutoff
policy. However, we will use numerical methods to estimate Ny, Ny, and Py
and to verify our results.

This chapter begins with a study of the space of candidate policies. The
analysis is first done for policies in the particular instantiation that simulates LDS.
We determine that exhaustive study for wpDSs is impractical because the space is
too large. We proceed to develop the means to analytically obtain optimal cutoff
policies. We finish the chapter with results and discussion on scaling and some

useful extensions to our approach.

5.1 General Remarks

In Section 3.4, we determined that cutoff policies start with 1 and end with 0.
Since cutoff policies are monotonically decreasing functions, if € is a cutoff policy,
Vit Na(Ci) 2 Npait(Ciga)-

Notice that two cutoff policies may explore the same nodes in the same order
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and still be different functions. For instance, ¢ = {1,¢;,0} and C' = {1,¢c,0}
such that ¢; # ¢;. Let ¢) and ¢; lie between the same pair of weights (if weights
are arranged in decreasing order). WDS with cither C or C’ will explore the same
nodes in the same order.

Two cutoff policies C and C' are said to be equivalent if Vi 35 : Nea(C:) =
Nein(C5) and Vi 3 : Ny (C;) = Npii(C;). Similar definitions exist for Ngyec.

An optimal cutoff policy is a function C such that the expected cost of wDs
(wWDs), is minimized. There is obviously more than one such function since values
attained by the function that are smaller than the smallest weight do not change
the overall cost. The probability of failure is zero once the policy instructs wps to
explore the whole tree. It is also easy to see that an optimal cutoff policy will be"
equivalent to some induced function of the weight distribution, where by induced
we mean there is an ordered subset of weights such that the subset is equivalent to
the optimal cutoff policy. For instance, if the weights are distributed as in the LDS
case, the cutoff policy is equal to {w* | k¥ < d}, but any other policy whose cutoff
values are interleaved with those of the LDS policy belongs to the same equivalence
class since it will instruct LDS to explore the same set of nodes in each iteration.

Since two policies that explore the same nodes in the same order are equiva-
lent, then that the standard LDS policy, {0, 1, ..., d}, is equivalent to {1,w,...,w?},
the policy WDS uses when simulating LDS (even in this case, where they are acting
on different algorithms). We will use either notation interchangeably throughout

the rest of the thesis.



73

5.1.1 Stability of OCPs

It is important to determine how stable optimal cutoff policies are with re-
spect to changes in the parameters of the search space. An optimal cutoff policy is
stable if the expected cost to solution of WDs using the OCP remains near-optimal
with respect to small changes in the parameters of the search space. If the pa-
rameters of the search space are estimated with error, an unstable optimal cutoff
policy will be useless. It is easy to study the stability of policies in the case of LDS,
since we know they are formed by integers between 0 and d, where d is the depth

of the tree.
5.1.1.1 Lps Policies

A priori, there is no particular reason why LDS should always do iterations
{0,1,...,d}. Can the expected cost to solution decrease if a different policy is
used? How unstable is the optimal cutoff policy for LDS? These are the questions
we address in this section.

We will consider only policies which end in d since we want to guarantee the
whole space will eventually be searched. We will also consider only finitely discrete
and strictly monotonic CPs. The problem of generating all cutoff policies that end
with d is equivalent to counting the number of sets of sequences of integers less
than d. Since there are d numbers less than d {counting 0), the number of different
cutoff policies is 2Z.

Since evaluating all of the policies takes exponential time (there are expo-
nentially many), we opted for hill climbing [50], a widely used method in solving

combinatorial optimization problems [30]. Hill climbing starts with a complete con-
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figuration or assignment and makes modifications to improve its quality. In our
case, the complete configuration is a policy and the objective is to make changes
to the policy so as to minimize the cost of LDS running with the policy. In hill
climbing, the choice criteria for selecting the modifications, or moves, and the
termination criteria are given as input. Hill climbing continually moves in the di-
rection of increasing value. When there is more than one solution to choose from,
when there is a tie for instance, one is selected at random.

Imagine the landscape formed by the space of possible solutions. The height
of a solution in the landscape corresponds to the value of the evaluation function
at that point. The idea is to move around the landscape trying to find the highest
peaks (or lowest valleys since we are minimizing cost). Unfortunately, hill climbing
has three faults. It may get trapped by local minima, where it will not be able
to escape because as formulated, it has no way of making an uphill (or downhill)
move. Secondly, hill climbing will wander aimlessly if it searches on a plateau.
Finally, hill climbing will zig-zag slowly towards a solution if it is searching along
a ridge. In all of these cases, what is missing is some way of making a long jump.
Randomly restarting hill climbing after some set timeout is one way of making a
long jump. Another way is to add noise. That is, instead of always selecting the
best move, with probability p choose the best move and with probability 1 — p
choose a random move.

We started hill climbing (or descending) from the standard LDs policy. With
probability p, we take out the cutoff value that results in the largest decrease in
the cost. With probability 1 — p we pick a random cutoff and we replace it with

another random cutoff. We stop when the policy is equivalent to DFS, or when



we have not made progress after twice the number of iterations it took to get to
the current best solution. We compare the policies by computing their cost using
the equations in Section 4.1. The implementation in Maple of the expected cost
calculation may be found in Section B.2. Section B.3 contains the Maple code that
implements hill climbing as we have just described.

Table 4 shows the OCPs we found for mistake probability 0.2 and heuristic
probability ranging from 0.8 to 0.9. We were curious as to how the different
policies would respond to changes in the parameters p and m. We calculated that
the expected cost to solution of LDS with OCP(0.2,0.9) at m = 0.2 and p = 0.9
is 99. If we calculate instead the cost with OCP(0.2,0.8) but with parameters
m = 0.2 and p = 0.9, the cost increases by 12% to 112. A change in p produces a
large increase in cost. We wanted to find out if a change in m would also produce a
large effect in cost, so we calculated the cost of LDs with OCP(0.2,0.8) at m = 0.1
and p = 0.8 and obtained a cost of 251. The OCP(0.1,0.8) is {1-5,10}, with a
cost of 251, the same cost as OCP(0.2,0.8) with the same parameters. A change
in m does not produce a change in cost. Notice that the OCP(0.1,0.8) is identical
to the OCP(0.2,0.8) except that it skips cutoff 7. This prompted us to investigate

whether all iterations on OCP(0.2,0.8) are actually necessary.

TABLE 4. Results of hill climbing on policy space at depth 10 with mistake
probability 0.2 and heuristic probability between 0.8 and 0.9.

OCP(0.2,p) P
{1-5,7,10) | 0.8-0.83
{0-5,7,10} | 0.84-0.89
{0-5,6,8,10} | 0.9
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In order to determine the impact of each individual cutoff value in a policy,
we implemented a neighborhood search algorithm. This algorithm takes one cutoff
value at a time away from the policy and evaluates the policy with the remaining
cutoffs. It outputs the index of the cutoff value that is skipped and the new cost.
The code may be found in Section B.3. We performed this neighborhood search on
the OCP(0.2,0.8). Table 5 summarizes the results. Notice that the data suggests
that skipping either cutoff 5 or 7 will not produce a change in cost. Skipping both,
however, will. If we skip both cutoffs, the policy becomes {1-4,10} and the cost

increases by 7% to 313.

TABLE 5. Neighborhood search around OCP(0.2,0.8) = {1-5, 7,10} with cost 290
at depth 10.

skip cutoff | 1 2 3 4 ) 7
cost 344 | 372 | 323 | 295 { 290 | 290

TABLE 6. Results of hill climbing on policy space at depth 30 with mistake
probability 0.2 and heuristic probability between 0.8 and 0.9.

OCP(0.2,p) P
[2-14, 16, 18, 23,30} 0.8
{2-14,16,18, 22, 30} 0.81, 0.82
{2-14,16,18,21, 30} 0.83
{2-15,17, 19,23, 29, 30} 0.84
{2-15,17,19, 23, 30} 0.85
{1-15,17,19, 23,29, 30} 0.86
{1-15,17,19, 23, 28, 29, 30} 0.87
{1-15,17,19,22,27, 28, 29, 30} 0.88, 0.89
{1-16,18, 21,25, 26,27,28,29,30} | 0.9

We did the same analysis for depth 30. The resulting optimal cutoff policies
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may be found in Table 6. We also found that variations in p and m produced in-
creases in cost when the policy remained unchanged. For instance, at depth 30, we
calculated the cost ofLDS with OCP(0.2,0.8) at m = 0.2 and p = 0.9 and obtained
a cost of 19,063 versus the 17,557 that we obtain with OCP(0.2,0.9), an increase of
8%. Changing m from 0.2 to 0.1, however, did not produce changes in cost. The
OCP(0.1,0.8) is {2-15,17,20, 30}, which is different from the OCP(0.2,0.8) but
they both yield the same cost. It is not uncommon that more than one policy will
yield the same cost. What is happening is that there are several iterations (usually
past the middle and most expensive iteration) that when replaced by others yield
similar costs. There is a difference between iterations that matter, i.e., that if
skipped produce a large increase in the cost and iterations that do not matter, i.e.,
that if skipped the cost remains basically unchanged. The iterations that matter
may be determined by a neighborhood search around the optimal cutoff policy.

We recorded the results of the neighborhood search in Table 7.

TABLE 7. Neighborhood search around OCP(0.2,0.8) = {2-14, 16, 18, 23, 30} with
cost 464,093 at depth 30.

skip cutoff | 2 3 4 5 6 7 8 9
cost x1073 [ 466 | 517 | 644 | 672 | 609 | 543 | 499 | 477

skipcutofft | 10 | 11 | 12 | 13 | 14 | 16 | 18 | 23
cost x107° | 466 | 465 | 464 | 464 | 464 | 464 | 464 | 464

The neighborhood search suggests that we could skip any of 12 through 23
without affecting the optimal cost. In fact, if we skip all iterations between 12 and
30, the cost is 464,669, suboptimal by 0.1%. This result shows that there are many

policies that yield costs near to the optimal cost. This result also shows that the
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iterations that matter must belong to a near-optimal cutoff policy, but adding a

few extra iterations near the end may not affect the cost at all.

TABLE 8. Results of hill climbing on policy space at depth 50 with mistake
probability 0.2 and heuristic probability between 0.8 and 0.9.

OCP(0.2,p) P

{2,4-24, 26,98, 31,37,43-50] | 0.8
{3-23,25,27,30,34,42-50} | 0.81
{3-23,25, 27,29, 32, 39, 41-50} | 0.82
{3-24,26,29,32,38,41-50} | 0.83
{1,3-24,26,28, 31, 36,40-50} | 0.84
{2-24, 26, 28, 31, 35, 39-50} 0.85
{2-24, 26, 28, 30, 33, 38-50} 0.86
{2-24, 26, 28, 30, 34, 39-50} 0.87

{2-25,27, 29, 32, 36-50} 0.88
{1-26, 28, 30, 33, 35-50} 0.89
{1-25, 27,29, 31,34-50} 0.9

We also have results at depth 50. Table 8 shows the different optimal cutoff
policies for m = 0.2 and p ranging between 0.8 and 0.9. Just as we found previously,
variations in p produce changes in the expected cost to solution, but variations in
m do not. For instance, when we computed the cost of LDS with the OCP(0.2,0.8)
at m = 0.1 and p = 0.8 we obtained a cost of 0.922 x 10®. The OCP(0.1,0.8)
= {3-24,26, 28, 31, 36,4140}, however has a cost of 0.920 x 108, roughly the same
as the OCP(0.2,0.8). Thus, a change in m does not produce a significant change
in cost. We also computed the cost of LDS with OCP(0.8,0.2) with parameters
m = 0.2 and p = 0.9. This produced an expected cost of 0.915 x 107 versus the
0.117 x 107 that is produced by the OCP(0.9,0.2), a dramatic change of 87% in
the cost.

We also did a neighborhood search around the OCP(0.2,0.8). The results
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TABLE 9. Neighborhood of OCP(0.2,0.8) = {2,4-24, 26, 28, 31, 37,43-50} with
cost 297 x 108 at depth 50.

skip cutoff | 2 4 5 6 7 3 9 |10 11
cost x1079 [ 297 [ 303 [ 335 | 391 | 417 [ 412 | 390 | 364 | 340
skipcutoff [ 12 [ 13 [ 14 [ 156 [ 16 [ 17 [ 18 [ 19 | 20
cost x107% [ 322 { 310 [ 303 | 300 | 298 | 297 [ 297 | 297 | 297
skipcutoff | 21 122 | 23 | 24 | 26 | 28 | 31 | 37 | 43
cost x10°0 [ 297 | 297 | 297 | 297 | 297 | 297 [ 297 | 297 | 297
skip cutoff | 44 | 45 [ 46 | 47 [ 48 | 49
cost x10-5 [ 297 [ 207 | 297 | 297 | 297 | 297

of the neighborhood search suggests that only cutoffs 4 through 16 are necessary.
As we have seen in experiments at smaller depths, there are many policies that
yield costs near to the optimal cost. Iterations that matter in all cases may be

summarized by the following rule:
1. Include all cutoffs corresponding to iterations between 0 and d/3.
2. Add every other cutoff corresponding to iterations between d/3 and d/2.
3. Add the cutoff corresponding to the last iteration, d.

We will see that policies constructed according to this rule are “robust” cutoff
policies. A policy is robust with respect to changes in p and m if the expected
cost to solution remains near-optimal. A policy constructed using this rule will be
referred to as a robust cutoff policy, and we will denote it by ROCP. Table 10
compares the costs of the OCP and ROCP at different values of p and m = 0.2
for depths 10, 30, 50, and 100. Note that the ROCP gets more robust with depth.

At depth 50, the ROCP is within 1% of the OCP at each value of p and at depth
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of p.

TABLE 10. Comparing OCP vs. ROCP costs at m = 0.2 and p = 0.8-0.9.

Depth | Policy Cost 0.8 [0.8110.82|0.83]|0.84]0.85
10 OCP cost 200 | 264 | 241 | 219 [ 199 | 179
ROCP cost 209 | 272 | 247 | 223 | 202 | 181

30 OCP cost x1073 464 | 347 | 258 [ 191 | 139 | 101
ROCP cost x10~% | 465 | 348 | 259 | 191 | 140 | 101
50 OCP cost x107° 297 1 181 | 110 | 65.6 | 38.7{ 22.5
OCP cost x10~° 297 | 182 | 110 | 65.7 | 38.7 | 22.5
100 OCP cost x10~2 1147 | 420 | 150 [ 52.5 [ 17.8 | 5.89
ROCP cost x10-'2 | 1147 | 420 | 150 | 52.5 | 17.8 | 5.89

Depth | Policy Cost 0.86 { 0.87 |1 0.88 | 0.89 | 0.9
i0 OCP cost 160 | 143 | 127 ; 113 | 99
ROCP cost 162 | 145 | 129 | 114 | 100

30 OCP cost x10~° 73.1 | 52.0 | 36.6 | 25.5 | 17.5
ROCP cost x10~% | 73.1 | 52.1 | 36.7 | 256.5 | 17.5
50 OCP cost x107° 1291 72 | 407 21 | 1.1
ROCP cost x10°% | 129 | 7.2 | 40 | 2.1 | 1.1
100 OCP cost x107* 1.89 | 0581017 | 0.5 | 0.1
ROCP cost x107'2 | 1.89 | 0.58 | 0.17 | 0.5 | 0.1

If the heuristic probability, p is estimated with error, it may sometimes be
more useful to obtain a policy that is robust across different values of p than a
policy that is optimal for a particular value. This is especially true if the OCPs
tend to be unstable.

It makes sense that no iterations after d/2 matter because the middle itera-
tion is the most expensive (due to the normal distribution of discrepancy counts)
so once LDS explores it, it may as well explore what is left of the search tree since

successive iterations will not add many more new nodes. We will see in Section 5.4
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that it is possible to quantify the tradeoff between probability of success and num-

ber of nodes explored.

5.1.1.2 Wbs Policies

We would like to do a similar analysis for wbDs. We need to extend the
equations in Section 4.1 to account for weights in order to be able to compute the
expected cost to solution.

The number of nodes and probability of failure will depend on the weight
distribution but, we already saw in Section 3.3.2 that the weight distribution is
lognormal and its parameters depend on depth. Let @ be the cumulative density
function for the weights. Then, Q(¢) = P(w > c¢) is the probability that w is
greater than c.

Given a weight distribution, it is possible to determine the expected number
of nodes at a particular cutoff value ¢. We give the general expression for Ng,cc
in terms of Q fo illustrate how the expressions in Section 4.1 would change to
accommodate the weights. Expressions for Np,; and Py, are obtained analogously.

The cost of the successful iteration can be estimated by considering only the

cost of nodes whose weight is expected to be greater than or equal to the cutoff,

or
d Tty k41
Nowce(R,d,0) = 1+d+ > > Q) > (1 =p)"Clir,..., i, h)  (5.1)
k=0 1;=0 h=1

where, m; and C} are defined as in Section 4.1.
In Chapter IV we showed that in the specific case of LDS and DFS, the re-
spective instantiations of this formula yield good approximations to the actual

number of nodes explored in the successful iteration. We showed in Section 3.3.2
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that weights distribute according to the lognormal distribution and that the pa-
rameters depend on depth. Hence, if we record the depths at which right turns
are made, we should be able to get a value for £2(c) for a given c¢. The code in
Section B.1 implements both LDS and wbDs. If it is running WDS it records the
depths at which right turns were made. If the distribution is available, we should
replace the routine that records the depths with a call to the weight distribution
function.

The accuracy of (5.1) depends on the accuracy with which we estimate the
weight distribution. If it can be estimated precisely, we believe (5.1) will provide a
good approximation to Ny, in the case of wps. We have not verified this, however,
because the ultimate goal is to obtain optimal cutoff policies for wps. In the case of
LDS, we obtained optimal cutoff policies by evaluating policies using the equations
derived in Section 4.1. In the case of wDS, there are infinitely many policies and
though hill climbing may work, we have chosen to follow a different path. The
following section presents an alternative mechanism for obtaining optimal cutoff

policies for wbps.

5.2 Using Calculus of Variations to Derive Optimal Cutoff Policies

One way to determine optimal cutoff policies is to resort to analytical meth-
ods. In this section, we show how OCPs can be obtained using calculus of varia-
tions.

The technique presented in this section is completely general and has much
greater applicability than treated in this section. For the purposes of this section,

we assume each node takes constant time to expand. Another way to phrase
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this assumption is to view it as if there was a cost function associated with node
expansions and the cost function assigned uniform cost to all nodes explored. This
issue will play a role later on when we discuss extensions of our approach that cope
with non-uniform cost.

In Section 4.3 we derived the expression for the expected cost to solution of

WDS:

(WDS) = Z Neuee (C)Prin(Cic1) + (Npit(Ci) — Nouee (C))Pran(Ci)  (5.2)

We replaced ! with co on the grounds that if the policy instructs wps to search the
whole tree at C;, the probability of failure is zero for this and subsequent iterations.
For large depths, the space of possible cutoff values is dense, so we can assume

the space is continuous.!

(WDs) = f1°° di (Ngait(Ci) — Nauee (Ci) )P (Ci) + Nouee (Ci) Prain(Cizy) (5.3)

Since the expected cost is a functional (function of a function), the calculus of
variations [46] can be used to obtain the cutoff policy that minimizes the cost. An

extremum of the cost functional will occur when

(WDS)¢ — %(WDS)@ =0 (5.4)

but, since the expected cost functional depends only on the cutoff policy and not

!Even though the space of cutoff policies is continuous, we denote the previous cutoff by C;_1.
It does not make sense to denote the previous cutoff by its differential, because the cutoff policy
presumably varies discretely.



on its derivative, (WDS)¢ = 0.

d
E(WDS)

= % ﬁm di (Nfa.il(ci) - Nsucc(Ci))Pfail(C,') “+ NSllcc(ci)Pl'ail(Ci_l)

= f1°° di (Npail' (Ci) — Nsuee' (Ci))Prait(Ci) + (Nrait(Ci) = Nauee (Ci))Pra’ (C:) +

oo~—1

+ a ;
= f di (Nl‘ail’(ci) - Nsucc'(ci))Pfai!(ci) + (Nfail(ci) - Nsucc(ci))Pfailf(ci) +
1

N.aucc' (ci)Pfail (Ci— 1 ) dk Nsncc (Ck--l )Pfail (CL)

oo—1
Nauce' (C:)Pra(Cit) + f dk Noeo (Cos1)Peat’ (Ci)
0

= f di (Npait'(Ci) — Nouce (Ci))Prain(Ci) + (Ngair(C:) — Niguee (Ci))Prait(C:) +
1
Nouce' (Ci)Prain(Ciz1) + NoweeCiv1 ) Prait’ (Ci) +

o0

1
/ di Ngyee(Cis1 ) Prait’ (Ci} — di Ngyee(Cig1) Prait' (Cs).
0

oo=1

But the last two terms disappear since no nodes are explored before the first
cutoff and the probability of failure near infinity is zero because the policy is finite.

Thus (5.4) becomes

fl " i ((Newi! (€5) = Nowee! (€2))Pean(Cs) + (N (€) — NoweeCo))Peai'(Cs) +

Nsucc'(ci)Pfail(Ci—l) + NSUCC(Ci-H)anil’(Ci)) =0

or

(Nait'(€i) = Nsuee (Ci))Prain(Ci) + (Neait(Ci) = Nayee (Ci))Prait’ (C:) +

Nsucc’(ci)Pfail(Ci—l) + Nsucc(ci+l)Pfail’(Ci) =0.
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Let

T(Nsuces Nsuce's Niaity Neait'y Prait, Prait’, Ci) =

(Ngait' (€:) = Nauee (C))Prir(Ci} + (NeairlCi) — Nuuee (C:)) Prait’ (C:)-

Substituting for T' and solving for C;; gives us the optimal cutoff policy:

—Nauee (€i)Prait(Ci=1) — T'(Nauces Nsuee'y Nrait, Neait', Praits Prant’s Ci))
Peait’(C;) '
(5.5)

Ci+l S Nsucc_l(

As a boundary condition, we require that C; = 1, an extra cost of d+ 1 nodes.
The second cutoff can be obtained by setting Pp,;(C;—1) = 1 since we have not yet
explored any nodes and thus, we are guaranteed to fail. The formula is used as
stated to obtain the rest of the cutoff values. The process stops when the cutoff
indicates wDS should search the entire tree.

Note that the only assumption we have made is that cutoff values lie in a
continuous space. For large depths, this argument holds for LDS as well, and the
result could be used to obtain optimal cutoff policies for LDS.

We could use the equations in Section 4.1 to obtain expressions for Ngyce,
Nsuee'> Niaits Npait's Prait, and Prp’. Unfortunately, the mathematics gets too in-
volved. A much easier way to estimate these functions is to numerically approxi-
mate them via Monte Carlo simulations. In order to do this, we must first specify

how to generate random search trees given a weight distribution.
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(a) (b)
(c) (d)

FIGURE 28. How different right nodes compare to their siblings.

5.3 Generating Random Search Trees

In Section 2.1.3 we discussed how to generate random trees given p and m.
Here, we are interested in relating p and m to the weights, assuming the weights
reflect, in some measure, the probability of success of a2 node. The goal is to
generate random search trees with goals distributed according to a given weight
distribution.

Given a weight w; for the left child and a weight w, for the right child of
a node, we can determine how likely we are to succeed if we follow that choice.
For instance, Figure 28 shows how different right nodes compare to their siblings.
Figure 28 (a) and (b) show situations where the right node is as likely as the left
node to lead to a goal, (showing strong discrepancies). Figure 28 (c) and (d) show
weak discrepancies. In particular, Figure 28 (d) shows the case where eight out of
ten times the goal will be found underneath the left child and two out of ten times
it will be found underneath the right child.

The probability that the left child is good is p; = and the probability

UL/ S
wy+ws
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that the right child is good is p, = Y= If the heuristic assigns values to siblings
independently of each other, then we can assume that the chances of both children

being good is just the product of the probability that each child is good. Thus,

ity iy

the probability that both children are good is pi, = pipy = e

Following this reasoning we can easily derive the relationship between the
weights and p and n. If there is a single goal, we know (from Section 2.1.2) that
a single goal occurs with probability 2m. With probability p,2m it occurs in the
right. But, the probability that it occurs on the right alsois 1 —p, so 1 —p = p.2m.
Thus,

p=1-p.2m. (5.6)

On the other hand, we know that the probability both are goals is given by 1 ~2m,

but it is also equal to p;p,, therefore, 1 — 2m = p;p, which means

1—pipr
m=——-".

; (5.7)

Substituting (5.7) in {5.6), we get the general expression for p in terms of only p
and p,
_ pr(l - plpr)

=]-—_"""7 5.8
P m -+ Dr ( )

For instance, if wy = 1.0 and w, = 1.0, this means that p; = 0.5 and p, = 0.5,
which yields m = 0.375 and p = 0.625. If, on the other hand, wy = 0.8 and
w, = 0.1, then m = 0.45 and p = 0.9.

We can prove the properties of p and m are still valid given these relation-

ships. The properties are the following:

1. m £ 0.5 (from (2.9))



2. if p =1 — m, p orders successors randomly

3. if p>1—m, p does better than random

4. if p < 1 —m, p does worse

5. if p=1— 2m, p is the worst possible heuristic

These relationships are still valid when p and m are computed from the wéights.

First, let us show that Property 1 is still valid. We know that m = l—_‘;ﬂ&,
where p; € [0,1] and p, € [0,1]. For the extreme values, if pyjp, = 1, then m = 0,
and if pyp, = 0 then m = 0.5. Intuitively, if both probabilities are 1 it means that
both nodes contain goals and therefore, m = 0. If either p; or p, or both are zero,
then it means that only one or none contain goals and we know that if m = 0.5,
then the probability that both contain goals is zero. In general, we may plot m
versus p; and p, and obtain the surface in Figure 29 which confirms that in fact
m < 0.5,

For Property 2, we have that if p orders successors randomly, then p = 1 —m.

If p orders successors randomly, this means that p; = p,. If p, = p,, then m = I—}’E

andp:l——p—'(;—;‘pz‘—)=1—l;2p'2-=l—m.

Next, we show that Property 3 is still valid. We know that if the heuristic
orders nodes better than random, then p; > p,. But, if p; > p,, then p;+p, > 2p,,
i _Pr_ 1 i = ] — B _Pr__ 1
which means that 5 < 3. Sincep=1 o +pr2m and i < 5 then p >
1~ %Qm =1-m.
Properties 4 and 5 are proven analogously, although they are irrelevant if the

heuristic does better than random. Figure 30 confirms that 0 < p < 1 when it is

derived from p; and p,.



FIGURE 29. Mistake probability as a function of weights.
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FIGURE 30. Heuristic probability as a function of weights.
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This gives us a mechanism to compute p and m given a weight distribution,
and we have already seen in Section 2.1.3 that it is possible to construct random
trees for given values of p and m.

In order to understand where p; and p, come from, we can invert the expres-
sions for p and m. It turns out that the expressions for p; and p, in terms of p and

m show they are exactly what we would expect them to be:

- \/(1—2m)(1—p) (5.9)

p+2m—1

So p, is the square root of the probability that there is a goal in both children
times the ratio of the probability that there is a goal only on the left child versus
the probability that there is a goal only on the right child. p; is just the ratio of

the probability that both children are goals over p,:

pr = : (5.10)

1-2m _ [(1-2m)(p+2m—1)
Pr 1=p

To summarize, given a particular weight distribution for trees of a fixed
depth, we can generate random trees by translating the weights into values for p
and m and then use equations (2.3) through (2.8) to assign the goal nodes.

The subject of efficiently building reproducible random trees has been treated
in detail elsewhere [37]. An incremental random tree is generated by assigning
independent random values to the edges of a tree, and computing the signal of an
interior node as well as the exact value of a leaf node. The idea, briefly, is to tag
each node in the tree and use the tag to generate the node’s value.

Berliner [4] first proposed reseeding the random number generator with some
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tag particular to the node. He proposed using the breadth-first enumeration of the
node in the tree as a seed. He then used the random number so generated to value
the node. Any other function of the path to the node may be used in order to seed
the random number generator, but the breadth-first index is simple enough to use.
Korf [37} uses the breadth-first index in order to generate random instances. Given
a random seed used to generate the parent edge value, the child’s value is produced
by skipping as many random values in the sequence as the difference between the
indices of the two nodes in the breadth-first enumeration scheme. Korf shows
that it is possible to do this in log(n) time where n is the total number of nodes
generated. He proves this by expanding the recurrence relation that produces the

sequence of (pseudo) random numbers.

5.4 Optimal Cutoff Policies for LDs

In order to illustrate that we do not. lose anything by sampling, we first
generate random trees according to weight distributions for LDS. We estimate
Neuce, Niait, and Py in order to compare different cutoff policies and see how the
results compare to those obtained in Section 4.1.

For a fixed depth, we generated 10,000 instances for fixed values of the pa-
rameters of the search space. We settled on 10,000 trials because separate runs
with different random seeds yield results that vary by 1%. We select candidate
cutoff values at random between 0 and 1. For each cutoff value, we run wDs simu-
lating LDS on a single iteration with that cutoff value. Note that if the weight used
in the simulation of LDS is w and two cutoff values lie between weights w* and

w**1 both cutoffs will yield the same results. We record the total number of nodes
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FIGURE 31. Tradeoff between node count and probability of failure at depth 10.

explored, the number of nodes explored in the successful iteration and the cutoff
value at which it succeeds. With this information, it is possible to compute Ngycc,
N, and Pp,y for each cutoff value. The number of nodes in the failed iteration
is obtained by subtracting the number of nodes in the successful iteration from
the total number of nodes explored. The probability of success of each iteration is
obtained by counting the number of times out of 10,000 that we succeed in that
particular iteration.

Figure 31 shows the logarithm of the number of nodes explored versus the
logarithm of the probability of failure for each LDS iteration that fails. Each point
on the figure denotes the result of running a single iteration at cutoff values corre-
sponding to an increasing number of discrepancies. The topmost point corresponds
to LDS(0), the next point corresponds to LDS(1), etc. until the last point in the

figure which corresponds to LDS(7). Since there are no points for LDS(8) through
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LDs(10), this means that LDS succeeds before exploring paths with 8 discrepancies
in all trials. Notice the shape of the curve. Each data point seems to be equally
spaced along the elbow of the curve. This means that a constant factor more new
nodes are explored in each successive iteration. Points along the bend of the elbow
reflect substantial changes in the probability of success {actual decreases in the
probability of failure). Given the best fit to the points in the figure, the bend
corresponds to the portion of the function where the second derivative is negative
and where the slope changes slowly. The second derivative is positive for points
in Figure 31 lying to the left of 3.7, and it is negative elsewhere. Notice that 3.7
corresponds to LDS(1). The slopes between consecutive points in the figure are:
-0.02,-0.10,-0.21,-0.36,-0.51,-0.70,-0.89. Notice that the changes in slope between
the last three is greater than the change in slope between the first five. The last
two slopes correspond to the slope between points corresponding to LDS(5) and
LDS(6), and LDS(6) and LDS(7). Thus, LDS(1) through LDS(5) belong to the bend
of the elbow.

Iterations that matter (as discussed in Section 5.1.1.1) should be related to
the points that have negative slope and represent substantial increases in proba-
bility of success. At depth 10, we established that the cutoffs that were essential
for good performance of LDS were 1 through 5. These are the same iterations that
can be identified in Figure 31 as those that should matter.

Figure 32 shows the tradeoff between node count and failure probability for
a tree of depth 15. Notice the same elbow-shaped curve appears. Also notice
that LDS succeeds before LDS(10) in all trials, since there are only 10 points each

corresponding to LDS(0) through LDs(9). If the analysis at depth 10 carries over
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FIGURE 32. Tradeoff between node count and probability of failure at depth 15.

to depth 15, then the iterations that matter would lie along the bend of the elbow.
The elbow again is identified by points where the second derivative is negative
and where the slope changes slowly. The second derivative is positive for points
in Figure 32 lying to the left of 4.1 and negative elsewhere. The point at 4.5
corresponds to LDS(1). The slopes between consecutive points in the figure are: -
0.01,-0.03,-0.16,-0.24,-0.33,-0.43,-0.53,-0.68,-0.81. Notice there is almost a constant
change in the slope in the middle, but the last two slopes are steeper. Thus, we
can say that the points lying in the bend of the elbow are those corresponding to
LDS(1) through LDS(T7).

We want to verify that this observation is correct at depth 15. We obtained
the following optimal cutoff policy via hill climbing, just as we did for depth 10 in
Section 5.1.1.1: {1-7,9,13,15} with an expected cost to solution of 2176 nodes.

Then we did a neighborhood search to determine if all iterations were necessary.
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TABLE 11. Neighborhood search around OCP(0.2,0.8) = {1-7,9, 13, 15} with cost
2176 at depth 15.

skip cutoff | 1 2 3 4 5 G 7 9 13
cost 2243 | 2749 | 2928 | 2524 | 2270 | 2192 | 2181 | 2177 | 2176

Table 11 shows the results of the neighborhood search. Notice that the cost is
not affected by skipping cutoffs 6 through 13, so skipping one of these does not
affect the resulting cost by more than 1%. We still do not know if skipping all of
these iterations produces a large increase in cost. Let us examine the cost of the
ROCP at depth 15. The ROCP for this depth is {1-5,7,15} and the cost of LDS
running with this policy is 2204 nodes, an increase of 1% over the OCP. Skipping
cutoffs 6, 9, and 13 has no noticeable effect on the cost. This is consistent with
our observations of Figure 32.

At depths 10 and 15, the iterations that matter are always smaller than or

d
oL

equal to We arrive at the same conclusion we arrived in Section 5.1.1: The
iterations that matter lie between cutoffs 1 and g The ROCP seems to be a good
approximation to the OCP and it is easy to construct. But, how does the ROCP
fare against LDS in actual runs of the algorithms?

We ran LDS with the ROCP and LDs with its standard policy {0,1,...,d} for
10,000 trials on randomly generated trees at depth 10 and depth 15. At depth 10,
the average run time was 463 while for LDS it was 478. This represents a savings
of 3%. At depth 15, however, the savings increase. LDs with the ROCP has an
average cost of 6694 while LDS with the standard policy has an average cost of

7345. This represents a savings of 9%.

We have shown that we can do better by skipping a few iterations. Can we
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FIGURE 33. Successful node count vs. cutoff value at depth 10.

improve on LDS by finding the optimal cutoff policy for wbs and running wbps

using the OCP instead of LDS?

5.5 Optimal Cutoff Policies for WDs

We need to determine the functions Ngyec, Neit, and Py in order to use (5.5)
to obtain the optimal cutoff policy. As described in the previous section, we select
cutoff values at random, run 10,000 trials, and record the data for Ngyec, Nil,
and Pg;. Then we find best fits for these functions. We use the fits and their
derivatives to compute the OCP directly from (5.5).

Figure 33 shows the number of nodes explored in successful iterations in

terms of a cutoff value ¢ at depth 10. The best fit is:

- 3 [ 2z [k
S(C) =e 5.4Mc*+10.124¢ 8.[88c+o.9.i1'
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FIGURE 34. Failed node count vs. cutoff value at depth 10.

Figure 34 shows the number of nodes explored in failed iterations in terms
of a cutoff value ¢, at depth 10. It turns out to be easier to make best fits to the

logarithm of the data. The best fit is:

fle) = ¢~ 5-376c%+9.536¢ ~8.756¢+6.977

Figure 35 shows the failure probability as a function of f. The best fit is:

P ((,) — 0105 In®{f)+1.184 In"{ )} -4.574 In{f)+5.607

With the fit functions it is now possible to compute the optimal cutoff policy

using (5.5), where

e 3 G .
Nsucc(c) = e 5.494¢" 4+10.124c* —8.188¢+4-5.911
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FIGURE 35. Probability of failure vs. failed node count at depth 10.

Prai'(c) = (f'(c)/ f(€))(—0.315 In>(f(c)) + 2.368 In(f(c)) — 4.574)Pp(c)

-6

L2

Nuuee'(€) = (—16.482¢% + 20.248¢ — 8.188)Ngyec(c)
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i 3 2
Npit(c) = ~5:376¢"+0.536c? ~B.756c46.977

Npait'(¢) = (—16.128¢* + 19.072¢ ~ 8.756)Npu(c)

Prain(c) = e~ 0108 0 (J(e)+1.18410%(f(c))~4.574 In({<))+5.607
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Substituting these results in (5.5} yields OCP = {1,0.91,0.39, 0.04, 0}, with

an expected cost to solution of 277 nodes. For comparison purposes only, a few

other policies were selected at random. The policies and their expected costs

appear in Table 12. According to the data in the table, wps with the OCP should

outperform other policies by 5% and 18%.

Table 13 shows the results of running wbs with these policies on randomly



TABLE 12. Theoretical comparison of OCP vs. other policies at depth 10.

Cutoff Policy (wps) | Savings
{1,0.91,0.39,0.04,0} 276.76 0%
{1,e7',e7%,e73,0} 292,56 | 5%
{1,0.8,0.6,0.4,0.2,0} 339.21 | 18%
{1,0.5,0.25,0.125, 0.0625,0} | 337.63 | 18%

generated trees for 10,000 trials. Notice that although the expected costs are higher
in the actual runs, the percentage savings obtained in the experiments are close to

the savings predicted by the formulas.

TABLE 13. Experimental comparison of OCP vs. other policies at depth 10.

Cutoff Policy Cost | Savings
{1,0.91,0.39,0.04,0} | 321.47 0%
{1,e71,e"2,e73,0} 332.71 | 3%
{1,0.8,0.6,0.4,0.2,0} | 378.18 | 15%
{1,0.5,0.25,0.125,0} | 387.80 | 17%

TABLE 14. Fit parameters for trees of depth 15 and branching factor 2.

e 16.609¢%+28.891¢% —19.713c+10.12
e 13.046¢34-23.647¢2 — 16.8220+-8,9266

Nauec (C)

Nri(c) ) .
Pfail(c) 6—0.026 1n3{ f(c))+0.37 In*{ f{c}) = 1.799 In( f{c))+2.755

Repeating the process for trees of depth 15 yields an optimal cutoff policy of
{1,0.91,0.52,0.12,0.05,0.007, 0}, with an expected cost to solution of 11572 nodes.

The parameters of the fits can be found on Table 14. As before, for comparison
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purposes only, a few other policies were selected at random; their expected costs
appear in Table 15. Table 16 shows that the estimates of the cost in this case are
much larger than the expected costs obtained by running the algorithm with the
policy on randomly generated trees. We do not yet understand why there is such a
disparity between the theoretical and experimental costs at depth 15. The savings

reported by the experimental costs, however, are similar to those predicted by the

equations.

TABLE 15. Theoretical comparison of OCP vs. other policies at depth 15.

Cutoff Policy (wps) | Savings
{1,0.91,0.52,0.12,0.05,0.007, 0} 11572.15 0%
{l,e™le % e ? e e 5,0} 12090.63 4%
{1,0.8,0.6,0.4,0.2, 0} 17191.64 33%
{1,0.5,0.25,0.125,0.0625, 0.03125,0.015625, 0.0078125,0} | 12480.66 ™%

TABLE 16. Experimental comparison of OCP vs. other policies at depth 15.

Cutoff Policy Cost | Savings
{1,0.91,0.52,0.12,0.05, 0.007, 0} 4231.92 0%
{1,e7!,e72,e73,e4,e75,0} 4353.59 | 3%
{1,0.8,0.6,0.4,0.2,0} 9726.31 | 56%
{1,0.5,0.25,0.125, 0.0625, 0.03125,0.015625, 0.0078125, 0} | 5002.37 | 15%

5.5.1 Performance Profiles

Given wDs, LDS, and DFS there is a way to predict how these algorithms will

perform with respect to one another by sampling for the number of nodes explored
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FIGURE 36. If mistakes tend to occur at the bottom of a tree of depth 10, DFs
may outperform LDS, but wbDS is likely to outperform both.

and the probability of success after exploring that many nodes. This information
can then be graphed in a “performance profile”. This performance profile shows
the total number of nodes explored vs. the probability of success for each candidate
cutoff value. In the case of DFs, there is a single cutoff value, so we plot instead
how the probability of success increases as the number of nodes explored increases.
We obtained these performance profiles for LDS, bFs, and wbs with differ-
ent weight distributions that represent different mistake probability distributions.
Each data point in the profile shows the probability of success after exploring n
nodes. The data points for LDS and WDS reflect how they would perform if the
cutoff corresponding to n was the only one in the cutoff policy. That is, all three
algorithms show how they would perform if they explored only n nodes.

Figure 36 shows the three curves when mistakes are more likely to occur at
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FIGURE 38. Profiles with uniform mistake probability for a tree of depth 10 are
similar in shape to the profiles when mistakes tend to occur at the top.
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the bottom of the search tree. Initially, DFS is marginally better than wps and
that LDS does worse than both wDSs and DFs, as expected. As the number of nodes
increases, however, LDS surpasses DFS. This may indicate that LDS may have some
advantage by probing the space instead of backtracking, even when the mistakes
are more likely to occur at the bottom.

Figure 37 shows the profiles when mistakes are more likely to occur at the top
of the search tree. We see that this time LDS does better than DFS, as expected.
WDs however, is still promising to outperform both L.DS and DFs.

We also graphed the profiles for uniform mistake probability. Notice that the
graph in Figure 38 looks extremely similar to the graph where the mistakes are
made at the top. In fact, if it was not for the outstanding performance of DFS at
the very initial portion of the search when the mistakes are made at the bottom,
all three profiles would look roughly the same. The graphs confirm that wpDs is
the most promising algorithm regardless of where the mistakes are being made.
The profile for wps shows we should expect savings between 10% and 40% with
respect to LDS, and between 75% and 85% with respect to DFS.

Table 17 shows values along the three different curves (top, bottom, and uni-
form mistake distribution) for 50% and 85% probability of success. Table 18 shows
values along the three curves after exploring 50, 100, and 200 nodes. Observe that
DFS seems to do pretty much the same regardless of where the mistakes are more
likely to occur. One surprising result is that the performance of the algorithms does
not vary greatly if mistakes are distributed towards the top or uniformly. We have
chosen to assume a uniform mistake distribution for the remaining experiments.

Figure 39 shows that WDs seems to get better as depth increases. At depth



104

TABLE 17. Comparing number of nodes explored with different mistake proba-

bility distributions for a tree of depth 10 and branching factor 2.

mistakes | Pguec | DFS | LDS | WDs
top 0.5 225 | 176 | 52
0.85 | 1000 | 250 | 1565
bottom | 0.5 225 | 130 | 75
0.85 | 1000 { 215 | 190
uniform | 0.5 226 | 7h 50
0.85 | 1000 | 250 | 160

TABLE 18. Comparing probability of success with different mistake probability

distributions for a tree of depth 10 and branching factor 2.

mistakes | Ngyec | DFS | LDS | WDS
top 50 0.27 | 0.37 | 0.49
100 1 0.36 | 0.6 | 0.73
200 | 047 0.8 | 0.92
bottom | 50 0.28 | 0.24 | 0.33
100 | 0.34 | 0.44 | 0.62
200 | 046 | 0.68 | 0.87
uniform | 50 0.28 1 0.37| 0.5
100 | 0.36 | 0.59 | 0.74
200 | 047|079 92

15, the savings range between 35% and 40% with respect to LDS between the ranges

of success probability of 0.3 and 0.95, and between 90% and 95% with respect to

DFS in that same range. Notice also that the best savings we get by running LDS

instead of running DFS is of 90% with probability of success of 0.8 at depth 15. The

savings we could potentially obtain by running wpDs are greater than any savings

we can achieve running LDS.
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FIGURE 39. Profiles with uniform mistake probability for a tree of depth 15.

5.5.2 Experimental Results

5.5.2.1 Comparing Wps With Lps and Drs

The results in the previous section indicate that wbDs should outperform LDS
and DFS. In this section we show that wDS with the OCP confirms these results.

We ran DFSs, LDS, and wds with the OCP on 10,000 randomly generated trees at

TABLE 19. Comparing probability of success with uniformly distributed mistake
probability for a tree of depth 15 and branching factor 2.

Ngoyce | DFS | LDS | WDS
100 | 0.11|0.14 | 0.22
1000 | 0.25 | 0.65 | 0.75
1000 | 0.59 | 0.97 | 0.99
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TABLE 20. Comparing number of nodes explored with uniformly distributed
mistake probability for a tree of depth 15 and branching factor 2.

Peuce | DFS LDS | WDS
0.5 6200 590 380
0.85 | 27000 | 2700 | 1700

TABLE 21. Comparing mean run time costs of wDS with LDS and DFS.

Depth | wbDs LDS | Savings | DFS | Savings
10 318.06 | 402.13 21% 501.79 3%
15 4296.14 | 5945.23 | 28% | 15883.1 73%

depth 10 and depth 15. Table 21 shows the average cost results and savings of
wbDs using the OQCP with respect to the other two algorithms. As depth increases,
the savings with respect to DFS increase substantially, but the savings with respect
to LDS increase only slightly.

Expected cost to solution is just one measure we may be interested in. Al-
ternatively, we may be interested in the number of nodes required to solve certain
percentage of the instances. The distribution of the cost in this case may be more
important than the average cost to solution.

The research community has known for quite some time that the average
cost of search algorithms is greatly affected by a few runs which take significantly
longer to solve {32]. Moreover, recent studies on backtracking algorithms have
shown that when applied to hard scheduling problems, they tend to exhibit “heavy
tailed” distributions [20, 19]. Search algorithms that suffer from the phenomenon

of heavy-tailed distributions exhibit large variability when run on different random
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instances. The large variability is an indicator that the distributions have no mo-
ments. If DFS, LDS, and wDS using the OCP suffer from heavy tailed distributions,
we will be unable to provide meaningful statistics.

In order to find out whether DFS, LDS, and wDS using the OCP exhibit
heavy-tailed distributions, we ran these algorithms on successively smaller sets of
instances. If the mean cost grows with the size of the sets of instances, we may
suspect the algorithms have infinite modes. We ran DFS on sets of 500, 1000,
5000, and 10,000 instances. The mean costs resulted in 506, 530, 501, and 501
respectively. The mean cost remained fairly stable across the different sets of
instances. This suggests that DFS running on these randomly generated instances
does not suffer from heavy-tailed distributions.

We ran LDS on other sets of 500, 1000, 5000, and 10,000 instances. The mean
costs resulted in 426, 403, 396, and 387. The mean cost in LDS is not growing with
the number of instances, on the contrary, it looks as though it is decreasing slowly.
There seems to be no evidence of a heavy-tailed distribution. For wps using the
OCP we registered costs of 324, 291, 322, and 311, on other sets of 500, 1000, 5000,
and 10,000 instances. The results for wDs also seem to indicate no presence of a
heavy-tailed distribution.

We are now prepared to collect statistics on the run times of the three al-
gorithms. Table 22 shows statistics for DFS, LDS, and WDS using the OCP run
on 10,000 instances of depth 10. Table 23 shows the statistics collected in 10,000
instances of depth 15. WDS seems to be the all-around best-behaved algorithm,
with lowest mean, median, and 90th percentile cost. As expected, LDS is next and

DFS is last. Notice though, that LDS exhibits a larger variability than wbDSs or DFs
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with the hardest instance taking 2.5 times longer than the hardest instance for wps
and 4.1 times longer than the hardest instance for DFS. Surprisingly enough, DFS
solves the hardest instances in less time than LDS and wDS. Because the median of
both LDS and wDs is relatively low and the maximum 90th percentile are so high,
it seems to indicate that the distributions for LDS and WDS are plagued with a lot
of instances that have very low cost and a few instances have a very high cost. On

the other hand, the run times of DFS seem to be more tightly distributed.

TABLE 22. Statistical measures on costs of wbDs with the OCP, LDS, and DFs on
trees of depth 10.

Algorithm | Mean | Std. Dev. | Max. | Min. | Median | 90th Percentile
WDS 318.06 | 425.21 3250 | 11 143 779
LDS 402.13 | 64597 | 8411 | 11 176 1024
DFS 501.79 | ©501.39 2021 | 11 297 1239

TABLE 23. Statistical measures on costs of wbs with the OCP, LDs, and DFS on
trees of depth 15.

Algorithm | Mean | Std. Dev. | Max. | Min. | Median | 90th Percentile
WDS 4296.14 | 9047.56 | 104,991 | 16 1410 10,797
LDS 5945.23 | 14,473.5 | 172,101 | 16 1511 13,801
DFS 15,883.1 | 16,163.8 | 64,713 | 16 9237 10,801

5.5.2.2 Performance of Wps With the OCP vs. Other Policies

Unfortunately, with our approach, we are only able guarantee that the OCP
is a local optimum. There are a couple of sources for “error”. First, there is error
in the sampling. Second, the calculus we have applied can only guarantee that the

solution of the differential equation is an optimum, not necessarily a global one.
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An interesting question, then, is how does the OCP we obtained analytically
fare against the best policies found by Monte Carlo sampling the space of policies.
We ran wDS on randomly chosen policies with length of at most d, for d = 10 and
d = 15. We ran wDs first on a set of 10,000 policies for 20 runs on each policy and
selected the best 20 policies and then ran wbps for 10,000 runs on each one. The
results show that the OCP derived theoretically near-optimal with a cost of 7%
above the best policy found by sampling the space of policies. The OCP has the
seventh lowest cost in the table. The cost of the second best policy is 3% above
the best, and the costs of the next three policies are around 5% above the best.
Thus, a cost of 7% above the best found can be considered near-optimal.

Table 25 shows the best 20 policies and their associated costs for an average
of 10,000 runs on trees of depth 15. This table also shows that the OCP ranks

fifth in the table with cost of 13% above the best policy found.

5.6 Extensions

In the following two sections we present extensions to our approach. The first
extension considers trees with larger branching factors. As long as the estimates
Of Nguce, Npait, and Pgy account for the larger branching factor, the differential
equation (5.5) can also be used in this case. The only change that needs to be
made is in the random tree generator. The rest of the methodology remains intact.

In the second extension we show that out methodology to obtain optimal
cutoff policies works when we replace simple node counts with arbitrary cost func-
tions. We illustrate the method by replacing the node count functions with step

functions where the cost is zero up to a bound B and one for each node explored



TABLE 24. Mean run time costs of WDS with best 20 policies at depth 10.

Cost. | Policy

299.84 | {1.000000,0.101957, 0.026455, 0.000000}

307.45 | {1.000000,0.103030, 0.041567, 0.002773, 0.002469, 0.002067, 0.000758, 0.000576, 0.000000)
314.91 | {1.c00000,0.117165, 0.000000}

315.88 | {1.000000,0.408098, 0.016906, 0.002747, 0.000607, 0.000000}

319.64 | {1.000000,0.648653,0.147971, 0.011884, 0.004824, 0,002382, 0.001058, 0.000000}

320.63 | {1.000000,0.300238, 0.129889, 0.034504, 0.000000}

321.46 | ocP = {1.0,0.91,0.39,0.04,0.0}

322.64 | {1.000000,0.921724,0.720230, 0.159114, 0.025058, 0.001015, 0000000}

324.73 | {1.000000,0.350930, 0.057579, 0.020750, 0.018456, 0.000000}

327.26 | {1.000000,0.204153,0.062747, 0.040472, 0.000254, 8.000212, 0,000110, 0.000094, 0.000000}
329.23 | {1.000000, 0.565363, 0.241233, 0.031652, 0.009894, 0.000000}

330.84 | {1.c00000,0.351592, 0.108586, 0.048869, 0.011125, 0,004995, 0.001292, 0.000000}

334.77 | {1.000000,0.510999, 0.300885, 0.025008, 0.005139, 0.000000} :
336.45 | (1.000000,0.698481, 0.145082, 0.066625, 0.000000}

336.60 | {1.000000,0.9:30000, 0.520008, 0030000, 0.000000}

338.60 | (1.000000,0.295984,0.125523, 0.061131, 0.010236, 0.000000}

340.34 | {1.000000,0.249269, 0.135495, 0.048001, 0.004293, 0.003081, 0.002313, 0.002206, 0.000000)
381.98 | {1.000000, 0.360323, 0.054391, 0.053541, 0.053209, 0.014010, 0.009604, 0.000000}

394.05 | {1.000000,0.851095,0.276955, 0.000000}

404.59 | {1.000000,0.506034, 0.371222,0.274198,0.101129, 0.035316, 0.000000}

410.27 | {1.000000,0.757354, 0.239927, 0.094898, 0.069917, 0.044889, 0.028685, 0.001943, 0.000000}
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after the bound B. We show that the OCP with non-uniform cost (characterized

by the step function) has a greater chance of success in B nodes than the OCP

obtained with uniform cost, thus showing that our methodology can be used not

only to minimize expected cost to solution but also to maximize probability of

Success.
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TABLE 25. Mean run time costs of wbs with best 20 policies at depth 15.

Cost Policy

3848.31 | {1.000000,0.618507,0.116420, 0.019014, 0.002390, 0.000082, 0.000010, 0.000009, 0.000000}
4001.46 | {1.000000,0.271098,0.042164, 0.011837, 0.001161, 0.000000}

4039.29 | {1.000000,0.215591,0.620938, 0.003623, 0000000}

4163.29 | {1.000000,0.743364, 0.270866, 0.045029, 0.014205, 0.002333, 0.001790, 0.000000}
4231.91 | ocP = {1.0,0.91,0.52,0.12,0.05, 0.007, 0.0}

4252.77 | {1.000000,0.291582,0.028233, 0.005603, 0000000}

4287.10 | {1.000000,0.249269,0.135495, 0.048001, 0.004293, 0.003081, 0.002313, 0.002206, 0.000000}
4525.17 | {1.000000,0.725772,0.398219, 0.139808, 0.040861, 0.017700, 0.008955, (0.000000}
4636.77 | {1.000000,0.853571, 0.365738, 0.360295, 0.116228, 0.011448, 0.000000}
4644.19 | {1.000000, 0.655995,0.317268, 0.055951, 0.023631, 0.000000}

4761.19 | {1.000000, 0.350930, 0.057579, 0.020750, 0.018496, 0.000000}

4850.93 | {1.000000, 0.445856,0.102995, 0.041117, 0.026053, 0.011394, 0.000000}
5108.13 | {1.000000, 0.109136, 0.001144, 0.001013, 0.000396, 0.000213, 0.000000}
9314.70 | {1.000000,0.226362,0.079137, 0.078306, 0.022843, 0.000000}

5404.99 | {1.000000, 0.265749,0.096618, 0.087898, 0.051165, 0.039858, 0.011807, 0.000000}
5651.00 | {1.000000,0.958648,0.050802, 0.000000}

0823.18 | {1.000000, 0.306294,0.078853, 0.043805, 0.034386, 0.000000}

0892.25 | (1.000000, 0.641244,0.542524, 0.423270, 0.100461, 0,099017, 0.032859, 0.000000)
6061.96 | {1.000000, 0.761503,0.437299, 0.398145, 0.067022, 0.000000}

6084.58 | {1.000000, 0.059104,0.059004, 0.037542, 0.025726, 0.000000)

7974.58 | {1.000000,0.912097, 0.710259, 0.182504, 0.121012, 0.112378, 0.099879, 0.000000}

5.6.1 Results for Larger Branching Factors

The methodology we proposed works well for trees with a branching factor of
two, but how does it scale to trees with larger branching factors? We present the
results for trees with a branching factor of three, the extension to larger branching
factors is straightforward.

Recall that the tree generator started out with signal strength, transformed it
into a meaningful weight, and then used the weights to find out p and m. These two

parameters determine the density and distribution of the goals. The weights are
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obtained as usual. We need to find out what changes in the relationship between
the weights and the parameters of the search space as we increase the branching
factor.

There are 2° = 8 possible goal configurations since each child can be ei-
ther good or bad. We are only interested in configurations where the parent is
a good node. Table 26 shows the probabilities of occurrence of the 7 remaining

configurations. Here, p; = — and py = —¥__

—w =
un +wgtwy? wyturgfrg? wy +uwpdwg

TABLE 26. Subtree configurations at branching factor 3.

Good Nodes Probability of Occurrence
left only p13m?

left and middle pdm

left, middle, and right 1—3m — 3m?

left and right pP23m

middle pa3m?

middle and right p13m

right p33m?

The probabilities are derived analogously to the case with branching factor 2

presented in Section 5.3.

TABLE 27. Fit parameters for trees of depth 10 and branching factor 3.

Neuce(€) | €™ 147.698¢% +123.884c” —36.456c+9.073

Succ

Nhﬂ(c) g~ 154.819¢% +140.880c? —43.353c+10.604

Pra(c) |e ~0.1221n3(f(c})+2.B76 In?{ f(c)} ~22.678 In(f(c})+-59.845
Al

As before, we want to produce performance profiles that will give some in-

dication of what is the greatest savings we can expect from running wps versus
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FIGURE 40. Profiles for a tree of depth 10 and branching factor 3 with uniform
mistake probability distribution.

running LDS or DFS. We then will show the actual performance of wDs with the
optimal cutoff policy and finally, we will show the distribution of the expected
costs on 10,000 instances.

As in the previous section, we select cutoff values at random, run 10,000
trials and record the data for Ngyc., Npil, and Pg;). Next, we find best fits for these
functions. We use the fits and their derivatives to compute the OCP via (5.5).
‘The fit functions appear on Table 27. The resulting OCP is {1, 0.1, 0.01, 0.002, 0}.

WDs using the OCP beats both LDS and DFs. The average cost for wbDs
is 29,909 while the cost for LDs is 51,451 and for DFs is 36,727. WDS represents
a savings of 42% with respect to LDs and 19% with respect to DFS. Notice that
the cost of LDS is about one and a half times that of DFs. The larger branching

factor is a great disadvantage for LDS since every time LDS explores a discrepancy
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it is forced to explore all discrepancies at the same depth regardless of the strength
of their signal. In this case, where mistakes tend to occur uniformly with depth,
LDS spends most of its time recovering from mistakes that occur near the top and
neglects discrepancies that occur elsewhere. DFS recovers more gracefully.

The performance profiles for LDS, DFs, and wWDS are shown in Figure 40.
Table 28 shows the probability of success of each of the three algorithms after
exploring 6000, 10000, and 16000 nodes. Notice that the probability of success of
WDS is substantially higher than the probability of the other two algorithms. As
expected, as branching factor increases, the effectiveness of LDS decreases. This is
also confirmed by Table 29 which shows the number of nodes each algorithm has

to explore to reach a 35%, 50%, and 85% rate of success.

TABLE 28. Comparing probability of success with uniformly distributed mistake
probability for a tree of depth 10 and branching factor 3.

Nguee | DFS | LDS | WDS
6000 | 0.07 | 0.06 | 0.33
10000 | 0.16 | 0.22 | 0.6
16000 ( 0.19 (0.32} 0.8

TABLE 29. Comparing number of nodes explored with uniformly distributed
mistake probability for a tree of depth 10 and branching factor 3.

Pguce | DFS LDS WwWDS§
0.35 | 28000 | 16000 | 6100
0.5 36000 | 18000 | 8300
0.85 | 42000 | 27000 | 17000

We also collected statistics on the distribution of costs of the three algorithms
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over 10,000 instances. Table 30 shows statistics for DFs, LDS, and wWDS using
the OCP on trees of depth 10 and branching factor 3. Again, we see that the
cost distribution for DFS$ looks tighter in the sense that there is not a very large
variability between the costs of exploring the different instances. WbDs and LDs,
on the other hand, seem to have cost distributions that are skewed towards a few
hard instances. Still, the mean and median costs are much lower in wWps than in

the other two algorithms.

TABLE 30. Statistical measures on costs of wps with the OCP, LDs, and DFs.

Algorithm { Mean | Std. Dev. | Max. | Min. | Median | 90th Percentile
WDS 29,908.8 | 21,586.6 | 135,929 | 132 | 16,529 59,152

LDS 51,451 36,673 | 206,271 | 208 | 43,755 134,260
DFS 36,727.9 | 14,5668 | 83,657 | 176 | 42,875 44,656

Following the analysis for branching factor 2, we did a Monte Carlo sampling
of the space of possible cutoff policies. The results of the best 20 policies and their
associated costs is shown on Table 31. The OCP ranks seventh with a cost of 13%
above the best policy found. The results we obtain for depth 10 and branching
factor of 3 are similar in structure to the results we obtained with a branching
factor of 2. We see that there are two policies that have the lowest cost within a
2% of each other. Then, one policy with cost around 5% above the lowest found
and then there are a handful of policies with cost around 10% above the lowest

found and then the OCP with cost about 13% above the lowest found.
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TABLE 31. Mean run time costs of wDs with best 20 policies at depth 10 and
branching factor 3.

Cost, Policy

21305.74 | {1.000000,0.005110, 0.000147, 0.000041, 0.000017, 0.00001 1, 0.000005, 0.000000}
21774.12 | {1.000000,0.334680, 0.002707, 0.000042, 0.000000}

22494.23 | {1.000000,0.007812, 0.000147, 0.000138, 0.000000}

23343.48 | {1.000000,0.613077, 0.007940, 0.001388, 0.000913, 0.000464, 0.000043, 0.000037, 0.000000}
23346.46 | {1.000000,0.881345, 0.639681, 0.435177, 0.015028, 0.003142, 0.000253, 0000031, 0.000000}
23896.45 | {1.000000,0.408098, 0.816906, 0.002747, 0.000607, 0.000000}

24558.30 | ocp = {1.0,0.1,0.01,0.002,0.0}

24630.92 | {1.000000,0.457697, 0.318313, 0.287678, 0.057839, 0.001208, 0.000104, 0000040, 0.000000)
24685.77 | {1.000000,0.118350, 0.040347, 0.002820, 0.000077, 0.000002, 0.000001, 0.000001, 0.000000}
25070.94 | {1.000000,0.411166,0.015887, 0.004218, 0.001777, 0.000000}

25464.27 | {1.000000,0.028633,0.003895, 0.000000}

25862.07 | {1.000000,0.388510,0.150736, 0.011502, 0.000050, 0.000000}

26006.70 | {1.000000,0.947783,0.006669, 0.003588, 0.000000)

26923.44 | {1.0c0000,0.510999, 0.300885, 0.025008, 0.005139, 0.000000}

27010.78 | {1.000000,0.720496, 0.042478, 0.006511, 0.004400, 0.000312, 0.000000}

28585.16 | {1.000000, 0.516739, 0.305036, 0.039879, 0.007685, 0.006585, 0.000699, 0000125, 0.000000}
28725.52 | {1.000000,0.102880,0.010876, 0.000000}

29013.16 | {1.000000, 0.743364, 0.270866, 0.045029, 0.014205, 0.002333, 0.001790, 0000000}
29636.64 | {1.000000,0.701797,0.014743, 0.000000}

32568.68 | {1.000000,0.415026, 0.262861, 0.018776, 0.010662, 0.008724, 0.001759, 0.000743, 0.000000}
33283.64 | {1.000000,0.540681, 0.510658, 0.459826, 0.036205, 0.009636, 0,007797, 0.000000)

5.6.2 Non-Uniform Cost

In this section, we begin to answer the question of how to obtain the QCP

when the cost of expanding nodes varies in time. The expected cost to solution

is formulated as in the case where uniform cost is assumed, except that the node

count is replaced for the corresponding cost function. This provides a simplified

but general way to take into account the cost of reasoning. In cases where the cost

function is a step function, it also provides a means to maximize the probability



of success within each step.
Assume the cost is given as a function of node C(n}. The cost of expanding

Nguce(€) nodes at cutoff ¢ is:

Naucc(f-‘)
Kpuee(c) = f Cn)dn (5.11)
1
We define the cost of expanding Npu(c) nodes in a similar way:
Nji(c)
Keai(c) = f C(n)dn (5.12)
1
Recall that:

(WDs) = flm di (Nait(C:) = Nsuee (€i))Prait(Ci) + Noyee (Ci) Prast (Cit) (5.13)

is the general expression for the expected cost to solution with uniform cost of
expanding a node (we assume the cost equals the number of nodes expanded, but
it could easily be a constant times the number of nodes expanded). It is easy to
see that we can replace Ngj by Kpy and Ngyee by Kgyee in (5.13) to obtain the new

expression in terms of the cost functions:

(WDS> = /;m di (I{fail(ci) e Knucc(ci))Pf;Lil(CE} + I<5U.CC(C1)Pfﬂ.i](c‘l—l) (514)

and derive cutoff policies as before but using this new cost function.
For instance, assume a fixed node bound B, is given, such that nodes explored

before the node bound are essentially free and nodes outside the bound have unit
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cost. The cost function may look like:

0 forn< B
C(n) =

1 forn=B

Replacing the cost in (5.11) and in (5.12) we get:

r

0 if Nyueo(€) < B
Kunsle) = { e (5.15)
\ fB lilcl':(c) dn —_— NSUCC(C) — B otherWiSG
and ¢
0 lf Nsucc(c) < B
Ken(e)={ (5.16)
Ip wile) g Npii(c) — B otherwise

Notice that (WDs) is zero if the cutoff instructs wDs to explore less than B

nodes. Otherwise, replacing (5.15) and (5.16) in (5.14) we obtain:
(WDS) = f di (Nfail(ci) = Nsucc(ci))PTaiE(Ci) + (Nsucc(cz) = B)Pml(C,-_l). (5.17)
1

This equation is similar to (5.3) except for the fact that B appears in the

last term. Following the steps in Section 4.3, we obtain:

/lm di ((Npi' (€:) — Nauee'(Ci))Prain(Ci) + (Neain(Ci) — Nauee (Ci)) Prat (C2) +

Nsucc’(ci)Pfail(C'-——l) T (Nsucc(ci---l) - B)Pfan'(C,-)) = 0.
As before, let

T(Nsucm Nsucc': Nfai]: Nfail': anily Pfaillr Ct) e
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(Nfait (Cs) = Nauee' (Ci))Prait (Ci) + (Ngait(Ci) — Niuee(Ci)) Pt (C:).

Substituting for T and solving for Ny (Ciy):

T(Nsuccy Nsucc’s Nfai!y Nr;,_u’, Pfa.ih anil’s C‘l) - Nsucc’(ci)Pfail(C:'—l)

Nsucc ci =B -
(Cin) P’ (C;)

(5.18)
Notice that this expression is the same as the expression for the cutoff policy with
uniform cost, except for the extra factor of B nodes. Since the first cutoff is 1
according to our border conditions, and since Ng(1) = Ngyec(1) = d + 1 the cost
of expanding nodes in this first iteration is zero. The expression for the second
cutoff reduces to:

C? = Nsucc_l(B)-

The cutoff policy instructs wps to explore the first B nodes and then fall back to
the original equation for the cutoff policy.

Given a node bound B, then, the interesting test is to see if WDS with the non-
uniform cost optimal cutoff policy has a higher chance of success than wDs with the
uniform cost optimal cutoff policy after exploring exactly B nodes. Table 32 shows
theoretical and experimental results for trees at depth 10 and branching factor 2,
for different bounds. Although the predicted probability of success, shown under
the column labeled “Theoretical Pgy.”, is always substantially higher than the
average probability of success after 10,000 runs on randomly generated trees, the
data shows that the relative difference between the predicted probability of success
of the uniform and the non-uniform OCP is roughly preserved in the experimental

results. We do not presently understand the reason for the disparity. Notice also
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that the wps with the non-uniform OQCP has a much higher rate of success than
with the uniform OCP up until 250 nodes are explored, and then both policies

have roughly the same rate of success.

TABLE 32. Comparison of success probability of the uniform cost OCP vs. the
non-uniform cost OCP given different node bounds at depth 10 and branching
factor 2.

Bound | Policy Theoretical Py, | Experimental Pgyec
uniform o0 {1,0.91,0.39,0.04,0) 0.46 0.18
non-uniform | 50 {1,0.32,0.002, 0} 0.54 0.25
uniform 80 {1,0.91,0.39, 0.04, 0} 0.61 0.3
non-uniform | 80 {1,0.22,0.01,0} 0.69 0.35
uniform 120 {1,0.91,0.39,0.04,0) 0.77 0.41
non-uniform | 120 {1,0.15,0} 0.81 0.44
uniform 250 {1,0.91,0.39,0.04,0) 0.95 0.57
non-uniform | 250 {1,0.04,0} 0.96 0.56
uniform 300 {1,0.91,0.39,0.04, 0} 0.97 0.61
non-uniform | 300 {1,0.02,0} 0.98 0.61

We also did experiments for trees with depth 10 and branching factor 3.
Table 33 shows the experimental results averaged over 10,000 runs, for different
node bounds. As before, the best chance of success is attained early in the search.
After about 15,000 nodes, both policies perform roughly alike. This is no surprise
since the cutoff values that correspond to 15,000 and 20,000 are close in value to
the last cutoff value in the uniform cost OCP.

To summarize, given a node bound B, search first all nodes with weight
greater than or equal to the weight that corresponds to searching B nodes. Then
continue searching according to the non-uniform cost OCP.

The result may not be as clear cut in the case where the cost function has

several steps, for instance, in the case where the cost varies between several bounds.
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TABLE 33. Comparison of success probability of the uniform cost QCP vs. the
non-uniform cost OCP given different node bounds at depth 10 and branching
factor 3.

Bound | Policy Experimental Py,
uniform 10,000 | {1,0.1,0.01,0.002, 0} 0.23
non-uniform | 10,000 | {1,0.15,0} 0.34
uniform 15,000 | {1,0.1,0.01,0.002, 0} (.45
non-uniform | 15,000 | {1,0.004, 0} 0.43
umiform 20,000 | {1,0.1,0.01,0.002, 0] 0.58
non-uniform | 20,000 | {1,0.002,0} 0.56

We speculate that the values considered by the OCP will depend on where the
node bounds lie along the performance profile. For instance, if two bounds are
such that the probability of success for both is essentially the same, the QCP will
only consider one of the two values. Verifying our intuitions is a subject for future

research.



CHAPTER VI

NUMBER PARTITIONING

Given a finite set of elements and a size for cach of the elements in the set, the
partitioning problem [14] is to find out whether there is a subset of the elements
such that the sum of the sizes of the elements in the subset equals the sum of the
remaining elements of the set. Unless the sizes add up to an even number, a perfect
partition will not exist, the original definition is modified slightly to allow for a
difference of 0 or 1 between the subset sums. In the number partitioning problem
we assume the elements are numbers and their size is given by the quantities they
represent.

The number partitioning problem is NP-complete, even if the numbers are
ordered. Thus, we can assume that the numbers are sorted in descending order and
that they form a sequence. Although number partitioning is NP-complete, it can
be solved in pseudo-polynomial time. If A is a sequence of positive integers whose
sum is 5, then the optimal residue (difference between the the two partitions) can
be determined in time polynomial in nS, where n is the length of A. The pseudo-
polynomial algorithm is based on the observation that for any subset A’ C A, the
sum ... @ must be an integer between 1 and S. Dynamic programming is used
to ask whether the sum is equal to 1, or 2, up to | 5/2|. The partial sum closest to
S/2 gives the minimal residue. This pseudo-polynomial algorithm, which requires

time and space at least linear in S is of little practical value when S is large.
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FIGURE 41. The greedy heuristic yields a residue of 4 on the sequence (8,7, 6, 5, 4).

6.1 Heuristics for Number Partitioning

6.1.1 The Greedy Heuristic

Jones and Beltramo [27] describe a greedy heuristic in which the two parti-
tions are initially empty and the elements of the given instance are added, one at
a time, to the partition with the smaller sum. If there is a tie, as in the beginning
when both partitions are empty, a partition is chosen at random. This process
continues until no elements are left.

Borrowing an example from Korf [35], suppose we are given the sequence
(8,7,6,5,4). Figure 41 shows how numbers would be partitioned according to the
greedy heuristic. There is a perfect partition in this case, which consists of placing
8 and 7 in one partition and 6, 5, and 4 in the other partition. The greedy heuristic

yields a partition with a residue of 4, far from optimal.
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FIGURE 42. The KK heuristic yields a residue of 2 on the sequence (8,7,6,5,4).

6.1.2 The Karmakar-Karp Heuristic

A better heuristic emerges from the realization that it is not necessary to
maintain both subset sums in order to minimize the residue. It suffices to keep
track of the residue between the two partitions.

The set-differencing method of Karmakar and Karp [29] replaces the two
largest numbers by their difference, effectively committing to placing these two
numbers in different subsets, while deferring the decision about which subset each
will be placed in. The difference is treated as any other number, inserting where it
belongs in the sequence of remaining numbers. This operation, called differencing,
is applied recursively to the sequence of remaining numbers. Figure 42 shows
the KK heuristic working on the sequence (8,7,6,5,4). Each application of the
heuristic on the left sequence results on the sequence on the right. The left column
shows the sequence of remaining numbers while the column on the right shows
the result of the differencing operation. In this particular case, the KK heuristic
does better than the greedy heuristic, but it still fails to find the optimal partition.
Korf [35] shows that for problems with random integers distributed uniformly
between 0 and 10 billion, the KK heuristic finds much better solutions, on average,

than the greedy heuristic.



6.2 Complete Karmakar-Karp

Given that none of the heuristics lead to a perfect partition, if we want to
find an optimal solution, the obvious algorithm is to search a binary tree, where
the left branch assigns the next unassigned number to one set and the right branch
assigns it to the other set. If we reach a terminal node whose subset difference is
0 or 1, representing the perfect partition, we terminate the search. Otherwise, we
return the best difference found during the search.

Korf [35] observes that there are several optimizations that may reduce the
search space. If we reach a node where the difference between the current subset
sums is greater than or equal to the sum of all the remaining unassigned numbers,
the best we can do is assign the remaining numbers to the smaller subset. The
second optimization stems from the fact that the number partitioning problem is
symmetric. Once we choose to assign the first number to one partition we need not
consider the alternative of assigning that number to the other partition. The same
consideration is valid when the sum of the subsets is the same, so we should always
break ties by deciding to put the first number in the first subset, for instance. Qther
optimizations are possible but they may depend on the heuristic used.

The complete Karmakar-Karp algorithm CKI, searches a binary tree, where
each node replaces the two largest numbers [35]. The left branch replaces them by
their difference, while the right branch replaces them by their sum. The difference
is inserted in order in the remaining sequence, while the sum is simply appended
to the head of the sequence since it is always the largest element of the sequence.
Search proceeds in depth-first order, so the first solution found by CKK is the KK

solution. Figure 43 shows CKK running on the sequence (8,7,6,5,4). Note that
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FIGURE 43. The CKK algorithm finds the optimal partition for the sequence
(8,7,6,5,4).

the subtrees underneath nodes where the largest number is greater than or equal
to the sum of the remaining unassigned numbers are pruned. Korf shows that
the CKK algorithm is more efficient than doing depth-first search with the greedy

heuristic.

6.3 Improved Limited Discrepancy Search

Korf realized that by doing a small amount of extra accounting one can mod-
ify LDS so that, under certain conditions, it generates only paths with exactly &
discrepancies, instead of generating paths with less than or equal to k discrepan-
cies. This is done by keeping track of the remaining depth to be searched. If it is
less than or equal to the number of discrepancies, then it suffices to explore only
right branches beneath that node (since paths with left branches have been ex-
plored in previous iterations). Korf calls this modified algorithm improved limited
discrepancy search ILDS [36]. He shows that in the best case, ILDS saves a factor
of (d+2)/2 nodes.

Korf compared the performance of CKK, LDS and ILDS on number partition-
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FIGURE 44. ILDS and LDS beat DFS on the easy region, but DFS beats both in
the hard region.

ing. For his experiments, he chose random ten-digit integers uniformly distributed
between 0 and 10 billion. He varied the number of integers partitioned from 5
to 100 in increments of 5, and for each data point, he averaged 100 trials. We
reproduced his results which are shown in Figure 44.

Notice that the problem difficulty for all three algorithms, increases with
increasing problem size. There is a peak in the average cost at around 35 and after
that the cost decreases. This peak in the cost is related to the phase-transition
phenomenon observed in problems as they transition from being unsatisfiable to
being satisfiable [8, 43, 62, 31, 55]. Perfect partitions do not exist for small problems
(before the peak) so the entire tree must be searched. The larger the problem, the
larger the tree, so more nodes are generated.

It has been shown elsewhere [15] that the phase transition for number parti-

tioning occurs when there are approximately as many numbers as the log,(N)/0.96
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FIGURE 45. The phase transition with numbers drawn from a uniform random
distribution between 0 and 10%°.

where N is the largest number. For numbers of size between 0 and 10 billion, the
phase transition occurs at around 35 (34.6 to be exact), which is exactly where
we see a peak in the average cost to solution in Figure 44. Figure 45 shows the
percentage of satisfiable instances for problem sizes between 5 and 100. Note that
the transition occurs quickly. If the problem size is smaller than 25, then the
instance is almost certainly unsatisfiable, and if it is larger than 39, then the in-
stance is almost certainly satisfiable. The data points in the figure that belong to

the transition correspond to problem sizes of 30, 33, 35, 36, 37, and 39.

6.4 Robust Cutoff Policies vs. ILDs

We saw in Section 5.4, that the performance of LDS may be improved by
skipping some iterations. We established that on randomly generated trees, the

robust cutoff policy ROCP is near-optimal and easy to construct. The ROCP
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FIGURE 46. ROCP improves on LDS, but ILDS still outperforms both LDS and
LDS using the ROCP.

includes all iterations up to d/3 then every other iteration up to d/2 and finally
jumps to d. We were curious as to how the ROCP would perform with respect
to ILDS on the number partitioning problems. Figure 46 shows that the ROCP
improves on the performance of LDS but not enough to outperform 1LDS. Korf’s
improvement amounts to a savings of 50%, while the ROCP amounts to a savings
of 45%. Notice also that for problem sizes larger than 40, there are no savings.
Both LDS and ILDS succeed in the early iterations.

Korf’s improvement is not incompatible with the ROCP. However there is a
subtlety in the implementation. Korf’s improvement causes ILDS to explore only
right branches when the remaining depth is equal to or less than the number of
discrepancies. This works if we know that 1ILDS explored all paths at one lesser
discrepancy in the previous iterations. Since the ROCP instructs ILDS to skip some

iterations, the condition under which only the right branch is generated needs to
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FIGURE 47. ROCP improves on ILDS in the hardest region, but DFs still outper-
forms both LDS and LDS using the ROCP.

be revised. At a discrepancy count of &, we do not want to generate paths with !
or less discrepancies when ! is the discrepancy count corresponding to the previous
cutoff. Thus, we can run ILDS using the ROCP by changing the condition to
check whether the remaining depth is less than or equal to the previous cutoff (in
exploring the first cutoff, there is no redundancy, so the condition plays no role).

We ran ILDS using the ROCP, and as Figure 47 shows, ILDS using the ROCP
beats ILDS with the standard policy. The savings are not enough to outperform
DFS (CKK) in the hardest problems. ILDsS with the ROCP outperforms iLDS by
30%. Again, the savings disappear as problems become easy.

Figure 48 shows a magnified view of the region around the phase transition.
Notice that DFS outperforms the other algorithms when the problem size is 35,
and most instances are unsatisfiable, but the performance DFs degrades at around

40, where all the instances are satisfiable.
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6.5 Weighted Discrepancy Search

In order to run weighted discrepancy search on the number partitioning prob-
lems, we need to determine the weights. In LDS and ILDS the “weights” are con-
stant, since all right branches are considered equal. We need to determine weights
that will prefer right branches that are more likely to contain solutions.

Once suitable weights are found, we need to collect profiling information on
the number of nodes explored and probability of success at candidate cutoff values.
Then we will find best fits to these functions, calculate their first derivatives, and
use the differential equation (5.5) in Section 5.2 to compute the optimal cutoff
policy OCP. Finally, we will run wps using the OCP and compare its performance
to ILDS.

When problems are too large to profile in reasonable time, it may be possible
to profile smaller problems, obtain cutoff policies for the smaller problems, and
then extrapolate the policies to policies for the larger instances. We intend to
obtain policies for problem instances with numbers between 0 and 10 billion by
extrapolating the policies obtained for the smaller problems.

The problem instances depend on two parameters: the size of the largest
element in the set and the number of elements in the set. We quantify the size of
the largest element in terms of the number of digits D. Let N denote the number
of elements to be partitioned. Since the hardness of the instances depends on N,
we decided to establish a base point, b = {log,(10P)], and vary the N with respect
to this base point. The ratio r between N and the base point b determines where
the problem instance lies in the phase transition. For instance, if D = 10 and

N =60, then r = 1.82, and all instances of the problem are satisfiable. If D = 10
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and r = 1 then we know that most of the instances are likely to be unsatisfiable.

6.5.1 Weights for Number Partitioning

The KK heuristic is, in some sense, trying to make numbers as small as
possible as fast as possible, so that there is more choice on where to put numbers,
and so increase the chance of finding a partition. In some sense, KK captures all
we know about number partitioning and the CKK does not aim at comparing two
different choices that are located in two different right branches at different depths.

The CKK weight is defined as ara. The best weight we found after ex-
amining a few other weighting schemes is F:EH This is some measure of how a;
compares to ap + a;. If ag + a, is close to ay, then we have a greater chance of
reducing or at least maintaining the residue. If the sum is much larger, then it is
probably a bad choice.

Here is a list of the other weight functions we tried and a brief explanation

of why we tried them.

1. (Tt:,DJ:T:?)E’ where d is the current depth. Since KK reduces the problem space,
we assumed that dividing by the current depth d could produce some im-

provement.

2. (T‘:)“_ﬁi);, where 7 is the length of the sequence that remains to be partitioned.
For the same reason we tried the previous scheme, we tried dividing by n

but we did not see an improvement.

3. (a_o':ch’ dividing the best scheme so far by d did not improve the weights.

4, dividing by n did not improve cither.

—2
(ao+a;)n?
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it

5. (222%)is, varying the CKK weight nonlinearly with the length of the se-

ap+ay

quence did not help either.

G (a2—as)

- Tt here we tried to do some lookahead, by trying to compute the

ratio between the current right branch and decision to keep going left one

more level. This weighting scheme works worse than the others.

7 {az4a3)

- (etay this looked as good as the one we chose for best weight, but we

decided to go with the simpler calculation instead.

It was not necessary to obtain policies for cach weight function we tried.
Performance profiles offer a good way to quickly get an estimate of how well wDs
performs with a particular weighting scheme. If the profile of wDs explores fewer
nodes with higher probability of success than ILDS, then wDSs should outperform
ILDS. Figure 49 shows the behavior of wDs with the CKIK weight and the best
weight so far, with respect to changes in 7. Observe that when r = 1.2 and when
r = 1.82 the wDs with the CKK weight is a clear loser. When r = 1.4, however,
it starts outperforming both ILDS and wWDS with what we have called the “best
weight” found so far. The potential savings, however, vanish as the number of
nodes increases.

It is worth saying that the weight function in WDS may not have a direct
dependence on the distance to the fringe, so it may not be possible to translate
Korf’s improvement of LDS in the new setting. Our implementation of WDS is
equivalent to LDS rather than ILDS when we use constant weights for the right
branch. The fact that wDs with the “best weight” seems to perform similarly to

ILDS confirms that the weight function is having a positive impact on the search.
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Figure 50 shows the behavior of wps with the different weights as we vary
D. Notice how poorly wps with the CKK weight does when D = 4. When D = 5,
the performance of wps with the CKIK weight degrades as the number of nodes
increases. The profile at D = G indicates that the CIKK weight is getting better as
D increases, however, the “best weight” behaves better with respect to changes in

the parameters of the problem instances (D and r).

6.5.2 Obtaining Optimal Cutoff Policies

We profiled instances with random numbers drawn from a uniform distribu-
tion between zero and ten thousand (D = 4), one hundred thousand (D = 5), one
million (D = 6), and ten million (D = 7). We chose the following values for r: 1.0,
1.2, 1.4, and 1.82. Figure 51 shows the logarithm of the number of nodes explored
in case of failure vs. the logarithm of the cutofl for D between 4 and 7 and a ratio
of 1.4.

Notice that there is an apparent discontinuity in the log plot of the number
of nodes explored at a cutoff value of 0.4. This means that the number of nodes
grows very slowly during what look like “plateaus” and then grows fast where we
see the “cliffs”. The discontinuity of the plot is not really a discontinuity in the
number of nodes explored vs. cutoff value, it just shows a discontinuity in the
rate of growth. If there was a real discontinuity, our approach would fail, since
we assume all functions are continuous and differentiable. We still try to find best
fits to these functions and the fits probably ignore the discontinuities. We assume
the fits will provide approximations to the optimal cutoff policy. The actual OCP

should account for the cliffs and plateaus.
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One possible explanation for the apparent discontinuity is that the weight
distribution is such that there are few nodes with weight higher than 0.4. Two
more apparent discontinuities occur at about 0.1 and 0.05. After that, the number
of nodes seems to increase exponentially with each successive increase in cutoff.
Intuitively, what these profiles are telling us is that the optimal cutoff policy for
these problems should not include more than one cutoff value in the plateaus, i.e.,
between 1 and 0.4, between 0.4 and 0.1, and between 0.1 and 0.05. The cliffs and
plateaus also appear in the data as we vary r. Appendix C contains the figures

that show the data for r = 1.0, r = 1.2, and » = 1.82.

TABLE 34. Fit functions for number partitioning.

NSUCC (C) els ]08(c)4+b, IOS(C):‘—(:, Tog(c)?+d, Tog(c) 1<
Nii(c) | gof lostel +by log(e)? ~e; log(e)+d;
P (C) g% 10E(S(€)} +bp log(/(¢))? —cp log(f () +dy

We find the best fits to the points in Figure 51 and the nuinber of nodes in
case of success at candidate cutoffs and the probability of failure in terms of the
number of nodes explored. The fit functions and parameters are given in Table 34.
These functions are the best fits for all values of D and r. Figure 52 shows the fit
for Ngii(c) when D = 6 and r = 1.4. Notice that the fit smooths out the function.

We calculated the first derivatives for the functions Ngyec, Ny, and Ppay, and
used them along with (5.5) to compute the respective OCPs. Table 35 through
Table 38 show the OCPs we found by solving (5.5) using the fit functions we just
described. Notice that there is no particular regularity in the way policies change

as we vary the number of digits. This suggest that extrapolating the OCPs for
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smaller values of D may not be as straightforward as we initially thought. Table 39
shows the policies we obtained after selecting the cutoff values that appear more
consistently in the OCPs as D increased.

Take r = 1.0 for example. The OCP for D = 4 is {1,0.03,0}, for D =5 it is
{1,0.04,0}, for D =6 it is {1,0.2,0.001, 0}, and for D = 7 it is {1, 0.03,0.003, 0}.

In these policies we see that there is a cutoff at 0.4 or 0.2, then a cutoff at 0.03 or

TABLE 35. OCPs obtained using the differential equation for r = 1.0.

D N OCP

4 13 {1,0.03,0}

5 17 {1,0.04,0}

6 20 {1,0.2,0.001,0}
7 23 {1,0.03,0.003,0}




TABLE 36. OCPs obtained using the differential equation for r = 1.2,

D N OCP

4 15 {1,0.1,0.004,0}

5 20 {1,0.1,0.02,0}

6 24 {1,0.2,0.02,0.009,0.008,0.009, 0.006,0}
7 27 {1,0.03,0}

TABLE 37. OCPs obtained using the differential equation for r = 1.4.

OCP

D N
4 18
5 23
6 28
7 32

{1,0.4,0.07,0.005, 0.0006, 0.0005, 0.0004, G}
{1,0.4,0.08,0.02,0.009, 0.006, 0}
{1,0.2,0.04,0.01,0}

{1,0.2,0}
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0.04, one last cutoff at 0.003 or 0.001, before ending in 0. One possible “extrapo-

lated” cutoff policy is {1,0.4,0.03,0.001, 0}.

Because the profiles exhibit discontinuities, and the fits are unable to cap-

ture this effect, we decided to obtain cutoff policies that included only one cutoff

from each plateau in the data, exemplified by Figure 51. These points represent

TABLE 38. OCPs obtained using the differential equation for r = 1.82.

D N OCP

4 23 ({1,0.07,0.06,0.05,0}
30 {1,0.8,0.5,0.1,0}
36 {1,0.9,0.6,0.3,0.05,0)

- Oy ot

41 {1,0.09,0.05,0.04, 0}




TABLE 39. CPs extrapolated using the differential equation for D = 10.

r N CPeqn

1.0 33 {1,0.4,0.03,0.001,0}

1.2 39 {1,0.2,0.02,0.009,0.004,0}

1.4 46 {1,0.4,0.07,0.02,0.009,0.005,0.0006,0.0004, 0}
1.82 60 {1,0.9,0.5,0.003,0}

substantial increases in the number of nodes explored. We chose to include the
cutoff values that mark the end of the plateaus, where the plateaus meet their
corresponding cliffs.

Let us compare the policies obtained via the differential equation with the
policies obtained by recording the discontinuities in the profiles. Table 40 through

Table 43 show the cutoff policies CPs, obtained from the profile information.

TABLE 40. CPs obtained from profiles for r = 1.0.

D N CP

4 13 {1,0.09,0}

5 17 {1,0.2,0.01,0}

6 20 {1,0.05,0.002,0}

7 23 {1,0.1,0.01,0.003,0}

Observe that these cutoff policies exhibit a certain regularity as D increases.
The policies tend to grow with D and the cutoff values at smaller values of D tend
to repeat at larger values of ). The extrapolation in this case is much casier. We
study how the policies change, and guess what the policy should be at D = 10.
The “extrapolated” policies appear in Table 44.

Finally, we ran WDS with the “best weights” on 100 instances of random



TABLE 41. CPs obtained from profiles for r = 1.2.

D N CP

4 15 {1,0.1,0.03,0}

5 20 {1,0.3,0.05,0}

6 24 {1,0.1,0.02,0}

7 27 {1,0.2,0.03,0.004,0}

TABLE 42. CPs obtained from profiles for r = 1.4.

D

N

CP

=1 & oo

18
23
28
32

{1,0.3,0.05, 0}
{1,0.4,0.1,0.05,0}
{1,0.4,0.2,0.05,0}
{1,0.4,0.2,0.06,0.01, 0}

problems with D = 10 and r = 1.0, r = 1.2, r = 14, and r
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1.82, using

the extrapolated policies we obtain by both methods. We compare the results in

Table 45.

WDs using CPeqn represents a savings of 28% at r = 1.0, 9% at r = 1.2,

but iLDS does 0.05% better at r = 1.4 and 18% better at r = 1.8. WDS using

TABLE 43. CPs obtained from profiles for » = 1.82.

D N CP

4 23 {1,0.4,0}

5 30 {1,0.4,0.2,0}

6 36 {1,0.4,0.2,0.07,0}
7 41 {1,0.4,0.2,0.08,0}
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TABLE 44. CPs extrapolated from profiles for D = 10.

T N CPpl‘Of

1.0 33 {1,0.2,0.03,0.004,0.0005, 0}
12 39 {1,0.4,0.2,0.06,0.01,0.006,0}
14 46 {1,0.4,0.2,0.08,0.02,0}

1.82 60 {1,0.1,0.01,0.003,0.0005, 0}

TABLE 45. Performance of wDs using extrapolated CPs for D = 10 vs. ILDS and
DFS.

T N CPeqgn CPpmf ILDs Drs

1.0 33 84,888,636 37,996,272 118,720,047 33,656,653
1.2 39 91,453,286 79,977,987 100,433,955 108,351,708
14 46 11,392,182 11,916,800 10,838,692 24,260,347
1.82 60 1,984,352 1,848,350 1,622,172 9,092,317

CPprof represents savings of 68% at r = 1.0, 20% at r = 1.2, but 1LDS does 0.09%
better at r = 1.4 and 18% better at r = 1.8. The savings obtained by wps in
this case more than offset the cost paid when it does worse than 1LDS. Observe
that DFs at 7 = 1.0 represents a savings of 72% over 1LDS, but of just 11% over
WDS using CPpmf and of 60% over wDs using CPeqn. Overall, it locks like wDs
using CPpmf performs well in the hardest and the easiest problems, whereas 1LDs
is more sensitive. In general, one may not know where the hardest problems lie,

so wDS may be a better alternative than ILDS.

6.6 Conclusions

Applying our methodology to number partitioning was not as straightforward

as we had expected. We had problems finding a weight function that had a chance
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of improving the constant weight function (weight function of LDS and 1LDS), and
more research is needed to determine whether there are weight Functions that
characterize where KK is making mistakes. The KK heuristic seems to capture
most, if not all, the information we have on number partitioning. The signal of
the right branches, then, is not particularly informative. We learned that in this
case, ILDS may not be an unreasonable choice of algorithm. Other heuristics,
such as those studied by Ruml et al. [49] and Gent and Walsh [15] may be more
informative.

We also found that there were apparent discontinuities in the functions for
the number of nodes explored in terms of the cutoff value. These jumps in value
suggest that there are periods of stagnation where the cutoff decreases but where
the number of nodes does not increase substantially. Our approach works under
the assumptions the fits are continuous. The policies we obtain using continuous
(smooth) fits are not as accurate as we believe they could be. Furthermore, there
are other ways to form “extrapolated” cutoff policies from the given data. Another
way to obtain cutoff policies for the larger problem is to extrapolate the parameters
of the fit functions instead of the policies themselves. Since we did not consider
that our fit functions were reliable, we did not even consider this possibility. The
question of whether there are problems that exhibit enough “regularity” in the
parameters of the fits to allow for meaningful extrapolations is still open. One
could use standard numerical procedures for doing extrapolations [47]. Further
research is needed to understand the reason behind the cliffs and plateaus and to
devise better methods to extrapolate cutoff policies.

The policies we obtained by looking at the discontinuities indicate that better



146

policies exist. WDS using these policies is less sensitive to transitions between hard
problem instances and easy problem instances. As expected, WDs performs as well
as 1ILDS in the satisfiable region and it performs as well as DFS in the unsatisfiable
region.

One issue we have neglected to mention is the issue of branching factor. In
the traditional number partitioning problem, the objective is to partitioning the
set in two, but it is also possible to generalize this problem to partitioning the set
in multiple mutually exclusive and collectively exhaustive subsets. Korf [35] briefly
discusses how to generalize KK and CKK for multi-way partitioning. Since the
branching factor increases in multi-way partitioning, we might expect that wbps to
outperform ILDS, but this may only be possible if we are able to find informative

weights.
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CHAPTER VII

RELATED WORK

7.1 Discrepancy-Based Search Methods

Other extensions to LDS have been made in the literature. Depth-bounded
discrepancy search pDs [61] uses a depth bound to restrict the search to discrep-
ancies at depths smaller than the bound. For instance, at a depth bound of 2
and discrepancy count 2, only leaves on paths with at most 2 discrepancies that
occur at depths 1 and 2 are explored. In DDS the bound and the discrepancy
count are increased between iterations. DDs was developed to force LDS to explore
paths with discrepancies at the top before paths with discrepancies at the bottom.
WDSs addresses this issue naturally by handling weights that depend on the sig-
nal strength instead of discrepancy counts. Since WDS adjusts automatically, we
expect it to be a better alternative than DDS.

Interleaved depth-first search 1DFs [41, 42] does a parallel search on a subset
of subtrees called active subtrees, and when finished it does DFs on what is left.
IDFs partitions the search space into parallel and sequential levels. Like LDS, IDFS
treats all discrepancies alike. Meseguer provides no means to choose the active
subtrees or to determine their order, other than hint that these decisions should
be biased towards the heuristic and be such that the top of the tree is explored
early. Good performance of IDFS depends on correctly selecting the depth of the
parallel levels, their distribution (consecutive or not), and the number of levels.

Meseguer provides no guidance on how to set any of these parameters.
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The parallel search in IDFS aims at spreading the search effort throughout
different portions of the search tree, while the sequential search focuses on a par-
ticular region. WDs distributes its search effort naturally depending on the cutoff
policy and the weight distribution. If nodes with high weights are scattered, wps
will spread out its search effort throughout different portions of the tree. If nodes
with high weights are clustered, wDs will focus on that cluster. As in IDFS, in WDS
nodes are placed in separate classes. Each class in wDs is determined by a cutoff
value. Nodes with weight greater than or equal to a particular cutoff value, belong
to the class associated with that value. The number (length of the policy) and size
of each class (cutoff values) is determined analytically in order to maximize utility.
We believe wbs naturally achieves what Meseguer and Walsh [42] set out to do.

Improved limited discrepancy search [36] presents a small savings by using
the depth to the fringe of the tree to determine that certain paths need not be
regenerated. The weight function, in WDS, may not have a direct dependence on
the distance to the fringe, so it may not be possible to integrate this modification
in the new setting.

Other search methods that assign weights to nodes or branches are also
related to wps. Most successful algorithms that use weights to restrict the search
are variations of best-first search, such as iterative deepening A and recursive

best-first search.

7.2 Best-First Search Methods

A" is a best-first search algorithm that explores nodes in strict order of de-

creasing cost [23]. A’ is guaranteed to find the optimal cost node if the heuristic is
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admissible. An admissible heuristic never overestimates the true value of a choice.
Since at any point in time A" contains all candidate paths in memory, it may
potentially use an exponential amount of memory. A more space-efficient imple-
mentation is iterative deepening A* [33], IDA". IDA" saves space by iterating with
increasing cutoffs and exploring nodes depth-first within each iteration. The cutoff
is set to the smallest cost that did not make the previous cutofl. IDA is complete
and optimal with the same caveats as A".

WDs relates to IDA" in the sense that they are both particular cases of best-
first search where nodes in each iteration are explored in depth-first order. In
wbDS a node with lower weight may be explored before a node with higher weight.
If a cutoff policy for wDs jumps from 0.58 to 0.35, then it is possible that wpDs
will expand a node with weight 0.4 before it expands one with weight 0.5, since
both weights are between 0.58 and 0.35. ID& keeps track of the minimum weight
that exceeded the current cutoff and increases the cutoff by this amount before the
next iteration. However, if values are drawn from a continuous space, each iteration
of IDA" would explore a single new leaf node. Sarkar et al. [53] were the first to
propose a fix for this problem. They observed that in cases where IDA" worked well,
it expanded exponentially many more nodes in each new iteration. They proposed
a method to adjust successive cutoffs that groups the set of values which exceed the
current cutoff into buckets. The buckets have counts associated with them and the
next cutoff is selected so as to be as close as possible to a geometric progression.
They showed IDA _CR outperforms IDA" when real valued estimates are required.
Their results confirm the intuition that a good candidate cutoff instructs wDs

to search exponentially many more nodes than previous cutoffs. The difference



between IDA_CR and our approach is that we do not need to require that cutoffs
follow a geometric progression. It is a natural consequence of the tradeoff between
the number of nodes explored and the probability of success.

Recursive best-first search [34] is a modification of best-first search that re-
quires space O(bd). RBFS is a recursive algorithm that expands nodes with value
smaller than the current threshold in depth-first order. A new threshold value is set
every time the algorithm recurses. Korf [34] has shown that RBFS dominates IDA
in all cases, but sometimes the savings don’t outweigh the additional complexity
in the implementation.

RBFS can simulate LDS if the discrepancy count of a node is considered as
the cost of the node. In RBFS, each iteration starts with the last path of the
previous iteration, so it does not need to generate the first path of each iteration.
The savings is only significant when a solution is found very early in the second

iteration.

7.3 Systematic vs. Nonsystematic Search Methods

A systematic search method is complete and it is not redundant [45]. That
is, it considers all alternative paths and it never considers any one of them more
than once. A systematic method often works by constructing a new solution from
the old one by keeping track of the alternatives it has explored. In contrast, non-
systematic search methods start out with a complete candidate solution and make
iterative repairs hoping to improve the candidate solution. Nonsystematic methods
have more freedom of movement since they are allowed to modify the candidate

solution anywhere they want. Nonsystematic methods sacrifice the guarantees of
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completeness and non-redundancy in hopes of exploring better alternatives more
quickly.

LDs and wDS are redundant because work in early iterations is repeated in
later iterations, but they are also complete since they are guaranteed to search the
whole space in the last iteration. They both work their way through the search
space by constructing a solution one step at a time. One advantage of constructive
methods is that they can easily be combined with propagation techniques [28].
These techniques work by extending the current assignment, instantiating unas-
signed variables with assignments that are logically entailed by the current assign-
ment. A propagation procedure finds assignments that would also be found by
search, but it does so without exploring the alternatives. These techniques iden-
tify regions of the search space that do not need to be searched. It is not clear
how propagation techniques can be combined with nonsystematic search in order

to rule out some set of repairs.

7.4 Doing The Right Thing

It is possible to cast our architecture in terms of agents interacting and
reasoning in terms of their environment. Agents first sense their environment,
interpreting and transforming their perceptions into information useful for reason-
ing. Agents reason to decide on a course of action and, finally, execute the action.
Rational, intelligent agents decide on the action that maximizes their expected
utility.

Sensing in our framework corresponds to the reception of the input parame-

ters: depth and breadth of the tree, and heuristics. Interpreting and transforming
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the input parameters into useful information is achieved by the weighting scheme.
The random instances are generated according to the input parameters. Reasoning
involves sampling the space of candidate cutoff values, building the performance
profiles, and recording the number of nodes explored and the probability of fail-
ure. It also involves using this information to obtain the optimal search protocol.
Acting involves running the optimal search protocol on the problem or problems
at hand. Notice that the performance profiles provide information on the expected
quality of the performance of the agent. This allows the agent to make the best
possible informed decision. During the reasoning process, the agent considers all
possible lines of action, a consequence of using calculus of variations. The agent
ends up choosing the line of action that maximizes its utility.

Our approach is not the first one to address the problem of “doing the right
thing”. Russell and Wefald [51] propose architectures for maximizing the utility of
the search according to the value of expanding one node at a time. This approach
spends too much computation time at a node level and it is prone to thrashing.
Imagine two completely different competing lines of decisions with the root node as
the only common ancestor. Russell and Wefald’s algorithm will oscillate between
both lines, redoing all the work each time the utility of the line it is on is worse
than that of the competing line. If this happens at each new node, the algorithm
will spend all of its allowed run time switching between the two lines of decisions.
Fixes to this problem have been devised. One fix involves relaxing the problem by
considering all nodes within some bound € as equal, and searching the nodes within
the bound at the same time in some convenient order {DFS for instance). Our

approach goes much further, by recognizing that only big changes in probability
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of success matter, grouping nodes in larger classes.

Russell and Wefald’s algorithms attempt to balance the tradeoff between
deliberating and acting. In addition to an evaluation function, they assume a
variance function, which gives an estimate of how much the truc value of a given
decision is likely to vary from its static value (value before deliberation). At each
step, their algorithm compares the value and variance of the best choice computed
so far and the second best choice. If the best choice is clearly better than the
second best (taking variance into account), then there is no point in computing
further and a commitment to the best choice should be made. Also, if the two top
choices have similar values but both have very low variance, then computing will
not help much and they suggest choosing one of the two at random.

If the tradeoff between deliberation and action can be quantified into a per-
formance profile, and if it is possible to find a general expression for this tradeoff
in terms of an arbitrary cutoff (or allocation) policy, it may be possible to find the

optimal allocation policy for deliberation.

7.4.1 Anytime Algorithms

There are other approaches that use performance profiles in order to compute
the best allocation of resources. Anytime algorithms [5] are algorithms whose qual-
ity of results improves gradually as computation time increases, offering a tradeoff
between resource consumption and output quality. This tradeoff is characterized
in a performance profile, which shows how the solution quality improves with time.

In anytime algorithms, an imprecise answer is generated quickly and refined

through a number of iterations. Anytime algorithms can either statistically achieve
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a required quality by a given deadline or produce some answer at any time, which
may or may not be useful. In either case, the guality of the answer improves with
time.

Anytime algorithms can be turned into optimal deliberation algorithms by in-
tersecting performance profiles and assigning time to the segment with the steepest
slope (representing the most gain). The different perlormance profiles arise from
competing choices. Each competing choice exhibits a different performance profile
according to how the algorithm would perform if it worked on that condition.!

In this work, we do not have a small and finite set of conditions. Each possible
cutoff value is a condition and we have infinitely many of them. The performance
profiles we build in order to compute the optimal cutoff policy approximate the
performance profile that shows the best wDs can do. These profiles are built from
a sample of cutoff values. The performance profile that represents the most gain
is determined analytically. The solution to the differential equation gives us the
optimal cutoff {(or allocation) policy.

Contract anytime algorithms are algorithms that return increased value as
they are given more time. However, contract algorithms must be told in advance
how much time they are going to get and may not return any answer if they
are given less time than initially allotted. WDs provides these guarantees in the
particular case where a cost function is associated with node expansions. In the
case we studied in the previous chapter, where there is a single node bound B, the

OCP guarantees that a goal will be found within the time allotted with probability

This description is accurate for the static case, where no new observations are available after
the search starts. Boddy and Dean [5] conclude that static case performs close enough to the
global (dynamic) case that this analysis is good enough for either case in practice.
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Psucc (B) and with probability 1 — Pgyec(B), the goal will be found later. Moreover,
if given more time than what is required to explore B nodes, the probability of
success will increase in time. These guarantees are analogous to the kinds of

guarantees that contract algorithms provide.

7.4.2 Game-Tree Search

Interesting games, like chess, have huge search trees. Chess has a branching
factor of 35 and with a total space of about 35'® nodes, considering 50 moves for
cach player. The game search community has spent considerable effort in finding
techniques to help focus the search and reduce the “effective” branching factor.
Two commonly used techniques are narrowness [17] and conspiracy numbers [40].

Narrowness first focuses the search where opponents have fewer responses.
This concept is believed to be related to conspiracy numbers. Conspiracy numbers
are computed by counting the number of nodes below a node whose evaluation
function would have to change in order to change the node’s value. Smaller con-
spiracy numbers are considered more likely to change the value of the best position,
and thus are searched first.

Narrowness and conspiracy numbers are loosely related to wps. In wDs
search focuses where the signal is strongest. We believe a strong discrepancy is
usually an indication that either the discrepancy is as good as the heuristic choice,
or the heuristic is unable to make a clear choice and it is therefore likely to make a
mistake. If the heuristic choice is a mistake, the choice transitions from potentially
having a high “value” before the search to having a low “value” after the search.

Thus, wDS, like algorithms that use narrowness or conspiracy numbers, focuses on
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portions of the tree which are more likely to change the value of the best choice.

7.4.3 Mathematical Methods

Other mathematical approaches to optimal search exist [54, 57]. Stone’s
approach [57] is similar to ours in the sense that lie also groups nodes into regions he
calls “cells”. Stone also uses mathematics (more specifically, Lagrangian operators)
to derive the optimal search protocol. His approach differs from ours in that he
assumes that there is a non-zero probability that the goal may not be found given
that it is in the cell that is being searched. This may happen, for example, if a
nonsystematic method is used to search within cells.

Stone’s approach only focuses on finding the best allocation of effort on the
set of given cells to maximize the probability of success. In contrast, our approach
focuses on determining the “cells” (with the condition that each cell has to be a
superset of the previous one) and assumes that search within each cell is deter-
ministic (DFS). Stone’s approach is more flexible in that it allows for arbitrary
jumping between regions of the search space, but our approach is guaranteed to
find a solution if there is one. Also, Stone does not provide hints as to how cells
should be chosen, where the probabilities come from, or how to obtain constraints
on the effort of searching cach cell. Our approach addresses all of these questions.

Simon and Kadane [54] attempt to quantify optimal search as that which
maximizes the expected return. As in wbDS, the expected return is calculated based
on estimates of probability of success and number of nodes explored. Simon and
Kadane use the ratio of probability of success versus nodes explored to determine

whether search should change course. This calculation is done during the search.
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They define “best sets” of nodes and prove that search should continue in the
current best set as long as the ratio of expected return continues to increase and
in fact until it becomes lower than the best ratio for some other branch.? They do
not provide, however, methods to estimate the probability of success or the size of
the best sets. Their algorithm does a best-first search on the possible best sets.
Like best-first search, their approach requires exponential memory. Construction
of the best sets is done top-to-bottom, unlike our approach where the “best set”

is determined by heuristic strength and the optimal cutofl policy.

21t is unclear from their article how the “best sets” are determined, we believe the best sets
are subtrees.
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CHAPTER VIII

CONCLUSIONS AND FUTURE WORK

The work in this dissertation began in an effort to quantitatively address
the problem of how to achieve rational behavior while searching for a solution
to a problem. We assumed the search space to be structured as a tree and that
solutions can only be found at leaf nodes. Any solution node is as good as any
other, so finding any solution is enough to succeed. We have also assumed that the
trees have uniform depth and are complete. A good heuristic, which is positively
correlated with the likelihood that a node leads to a goal, is given as input. Also
given are the average depth and breadth of the tree, and a cost function associated
with node expansions.

We developed weighted discrepancy search based on the observations that
the optimal search protocol for this problem should (1) eliminate candidate leaf
nodes quickly, (2) avoid thrashing while searching through best candidates first,
and (3) account for heuristic mistakes. We also devised a principled methodology
to obtain optimal cutoff policies that maximize expected utility.

Using a characterization of the search space in terms of the heuristic, average
depth and breadth of the search tree, we showed how to obtain the optimal search

protocol OCP. The methodology unfolds as follows:

1. formulate the expression for the expected cost to solution in terms of the
number of nodes explored and the probability of success at arbitrary cutoff

values;
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2. find analytical (or numerical) approximations for the number of nodes ex-

plored and the probability of success at candidate cutoff values;

3. using the calculus of variations to minimize the expression for the expected
cost to solution, find the differential equation that the optimal cutoff policy

has to satisfy;

4. solve the differential equation using the estimates found in 2, and obtain the

OCP;
5. run wps, using the OCP, on the problem at hand.

Weights in wDs have the property that they can correlate with the actual
value of the choice more strongly than discrepancies do. Because wDS may simulate
other backtracking algorithms, wDS using the OCP performs at least as well as
the best of these algorithms in any given situation. Furthermore, we showed in
Section 5.5.2 that wbDs using the OCP outperforms 1-sAMP, DFS, and LDS.

Other contributions have been made in this work. We have adopted and ex-
tended Harvey’s characterization of the search space in terms of p and m. We have
shown how to construct a random instance generator that simulates the behavior
of the heuristic. We have also shown that it is possible to estimate the number of
nodes explored and the probability of success by running Monte Carlo simulations
using this random instance generator. Furthermore, we showed in Section 4.1 that
the results obtained by doing the simulations are good approximations to those
obtained analytically. We have discovered, in passing, that good policies are such
that the probability of success increases substantially between cutoff values. This

result allowed us to discover that the performance of limited discrepancy search
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can be improved by skipping a few iterations.

Although the bulk of this work is concerned with uniform cost functions, we
showed in Section 5.6.2 that our methodology is also valid when a non-uniform cost
function associated with node expansions is given as input. In fact, wbs using the
optimal cutoff policy for a non-uniform cost function has a higher probability of
success than wDS using the uniform cost optimal cutoff policy.

Further experimentation should confirm the utility of our approach. We
believe it would be interesting to compare our results in the case of non-uniform
cost functions with results obtained by heuristic-biased stochastic sampling [7].
Heuristic-biased stochastic sampling HBSS, is like ISAMP except that instead of
randomly probing the search space, probes are biased towards the heuristic. Like
ISAMP, HBSS is also not guaranteed to search the whole space and may also search
the same node twice. Search in HBSS stops after B nodes have been explored,
where B is given as input.

Good performance of HBSS depends on the bias function used. A fair compar-
ison between HBSS and WDS using the optimal cutoff policy would involve running
HBSS with a bound of B nodes and running wDS using the optimal policy for
the corresponding non-uniform cost function, as described in Section 5.6.2. While
WwDS is designed to maximize the probability of success within the first B nodes
explored, HBSS probes randomly according to the given bias function. Comparing
the two approaches on different problems should illustrate the advantages of one
over the other.

Another topic of research that has not been addressed but is very relevant to

the work in this dissertation is the development of other cost functions that arise
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in practice. An example of a useful cost function is a function that accounts for
the passage of time in reasoning. The only approach we are aware of that tackles
this problem directly is called step logic [11]. Step logics account for the passage
of time in reasoning by associating a unit cost with each reasoning step, so that
the longer the reasoning, the greater the cost. But this characterization is not
accurate if the set of conclusions obtained by the longer derivation is more useful
than those that were obtained faster. The utility of the conclusions matters as
much as the time it takes to derive them. Our approach has the advantage that it
allows us to treat the “time value of inferences” in the same way we would treat
any other cost associated with inferences.

Other questions regarding cost functions remain unanswered. For instance,
what kinds of cost functions characterize the cost of reasoning involved in deter-
mining the value of a choice? What kinds of cost functions characterize the utility
of reasoning given the passage of time? What is the cost associated with executing
the course of action that has been chosen? Is it possible to quantify the trade-off
between deliberation and action? These are only a few of the many possible direc-
tions for future research. Other possible extensions are outlined in the following

sections.

8.1 Weight Functions

In this section we mention possible changes to the weight function that would
have to be made if the heuristic encoded information on dependencies between

siblings and on lookahead.
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8.1.1 When Signal Strength of Siblings is not Independently Assigned

In order to calculate the weights, we assumed that the signal strength of sib-
lings was independently assigned. This allowed us to conclude that the probability
that both the left node and the right node are good is the product of the prob-
abilities that each one individually is good. That is, we assumed that p, = pp;
where p; = ﬁw_r and p, = ﬁ-';u_r However, if success on the right node depends
on success on the left node, the signal strength, which quantifies success of a node,
is not independently assigned. In this case, the product must be replaced by a con-
ditional probability analysis. For instance, if the right node’s success depends on
a function f of the probability of the left node’s success, then p, = pr(p. | f(p1)).

Some studies on game trees, however, show that the dependence between siblings

is too small to matter [13]. It would be interesting to do studies in other domains.

8.1.2 When Heuristics Use Lookahead

Heuristics that explore the subtree of height { and use these values to estimate
the potential value of the choice instead of assigning the “face-value” of the choice,
are said to “look ahead” ! levels. If the heuristic uses lookahead in order to evaluate
the best choice, then the value of the choice depends on the value of the choices in
its subtree. In other words, the values of the subtree are backed up to determine
the value of the choice. The current weighting scheme provides no mechanism to
consider backed up values. A different way to calculate weights is needed in order
to ensure that the information is used in some meaningful way.

Most of the research in weighting schemes with lookahead comes from game-

playing [13, 17, 45]. Node evaluation functions without lookahead for two player
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games measure how favorable one position is to one player relative to the other.
The position is evaluated with respect to both players and one measure is sub-
tracted from the other to yield the value of the position. A large positive value
corresponds to a strong position for one player (the maximizer), while a large neg-
ative value corresponds to a strong position for the other (the minimizer). Values
for internal nodes are computed by backing up the values at the leaves, always
taking the maximum for the maximizer and the minimum for the minimizer in
order to determine the best move.

In games of imperfect information, where one is unsure about (say) the cards
held by the opponents, the value of choices is usually determined by a probabilistic
analysis [13, 45]. Alternatively, we may try to predict the outcome of the game
by Monte Carlo sampling on the space of possible moves [17]. We have argued
that weights are reasonable approximations to the real probability of success of
a node and we have characterized the weight distribution function. However, we
have done so without taking into consideration weights in subtrees underneath the
nodes.

Baum and Smith [3] propose a way to combine probabilistic information
about child nodes to derive consistent probabilistic information about the parent
nodes. One way to do this is to collect information on the distribution of the value
of the choices underneath a node given possible assignments. Baum and Smith
assign the value of a particular move by summing over the assignments in which
that move is the best one. It might be interesting to explore the possibility of

designing weighting schemes for wps that use lookahead information.
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8.2 Learning Optimal Policies

Lookahead is one way of learning the “true values” of choices. However, if
the subtrees of height { do not include leaf nodes, lookahead will only improve the
estimate without revealing the true value. One way to learn the “truc values” of
choices is to record the values at the leaves during the search. Learning the true
value of choices may help determine the optimal cutoff policy for the particular
instance that is being searched.

If the “real value” and the heuristic value for the choices differ, it may be
possible to adjust the cutoff policy accordingly. The new values could be used
to generate new instances and find a new optimal cutofl policy. In practice, this
may prove to be too expensive, especially if the differences between the true values
and the heuristic values are small. Alternatively, the new values could be used to
compare the “real” weight distribution with the heuristic weight distribution, and
use the analytic results to obtain a new cutoff policy. Further research is needed to
determine whether either of these are viable approaches and the conditions under
which either of these would improve on the results obtained without learning.

An alternative approach to integrating learning in our framework is to find a
new formulation of the expected cost to solution in terms of the utility of expanding
one new node at a time, instead of a new iteration at a time. At some level, this is
what “traditional” utility-based approaches do [51]. At this time, however, we do
not see any way to obtain such a formulation without being exposed to the same

problems of traditional approaches, we discussed in Section 7.4.
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8.3 SAT and UNSAT Instances

Throughout this work we assumed the problem instances were satisfiable,
that is, problems known to have at least one solution. However, it is not always
known whether a particular set of instances is satisfiable (SAT), or not (UNSAT).
Is it possible to determine the optimal cutoff policy for wDS when a mixed set
of instances is given? In a mixed set of instances, some instances are SAT and
others UNSAT, but at any given time, we do not know whether the particular
instance we are searching is SAT or UNSAT. Furthermore, the cost of the UNSAT
instances dominates the cost of the SAT instances, since in the UNSAT instances,
wDs searches the whole search space before realizing that the instance in UNSAT.
Thus, we would expect the optimal cutoff policy to instruct wps to behave as DFS
sooner if there are many UNSAT instances than if there are only a few.

Intuitively, if 90% of the instances are UNSAT, it should be the case that
the OCP is biased towards the policy corresponding to DFs. Conversely, given 100
instances, 90 of them SAT, the “actual cost” of the 100 instances is the weighted
average of the cost in the case where it is SAT and the cost in the case where it
is UNSAT. That is, the actual cost is 90 times the expected cost in SAT instances
plus 10 times the expected cost of failing to find a solution. The optimal cutoff
policy for this case is found by minimizing the expression for this actual cost, much

as we would in the case where all of the 100 instances are SAT.

8.4 Non-Uniform Depth Trees

In practice, trees are not necessarily complete or of uniform depth. Assume,

for instance, that after making £ < d decisions, all constraints are violated. At
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this point, instead of valuing the remaining d — k variables, wDs should backtrack.
Effectively, a leaf would be reached at depth £. The equations estimating the
probability of success and the number of node expansions at candidate cutoffs
assume the tree has uniform depth and is complete. The simulations, however,
can easily be extended to the case of non-uniform-depth trees.

It is possible to estimate the branching factor as a function of depth by
Monte Carlo sampling. Thus, it is possible to estimate the mistake and heuristic
probabilities from the weights at that depth. If b = 1 the child inherits the same
weight of the parent. We showed how to determine p and m from the weights for
b = 2 in Section 5.3, and for b = 3 in Section 5.6.1. The extension to larger values
for b is straightforward. Once the mistake and heuristic probabilities have been
determined, the tree can be generated as usual and the rest of the methodology

can be applied to obtain optimal cutoff policies.

8.5 Large Search Spaces

There are several ways in which our framework can be extended to provide
results for large search spaces. First, if the assumptions scale, the results could
scale as well. In Section 3.3, we justified our assumptions in terms of job-shop
scheduling problems. We found that assumptions that hold for small subsets of
a problem instance hold for the large instance as well. In particular, we found
that heuristic behavior, depth, and branching factors of the subset spaces were
characteristic of the larger space. We have not verified, however, that an optimal
cutoff policy obtained for a small subset can be extended to an optimal cutoff

policy for the large problem instance.
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Estimating the functions Ngyec, Npagt, and Pr is the most expensive step in
our methodology. Numerical approximations obtained via simulations may be too
expensive for large search spaces. Analytical approximations are cheaper, but they
depend on knowing the weight distribution function. In Section 3.3, we showed that
the weight distribution is lognormal and that the parameters of the distribution
vary with depth. However, we have not used the weight distribution function to
obtain analytic estimates for wDs. This is one direction that should be explored.
In Section 5.1.1.1, we used the analytical approximations to derive results for LDS
up to depth 100, so we believe that these approximations would provide a viable
approach to obtain results for wbDs, as well.

Another way to avoid the simulations is to study the best fit functions for
Nauce, Niait, and Ppy. Studying these functions may reveal whether the parameters
of the fits scale predictably with depth and branching factor. We could then,
predict the shape of the performance profile and obtain the OCP directly from
that prediction. Still, we would have to verify that the predicted performance
profile reflects the properties of the large search problem.

This leads to three questions of theoretical interest: Is is possible to char-
acterize the class of performance profiles that yield optimal cutoff policies?! Is it
possible to characterize the class of trees where wps behaves according to these
profiles? Are there any problems of interest with search trees in this class?

This dissertation lays the groundwork for tackling these and related ques-
tions. We hope that others will find the questions interesting, and the tools we

have presented useful.

1 Andrew Parkes, personal communication.
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APPENDIX A

JOB-SHOP SCHEDULING PROBLEMS

The following job-shop problem instances can be obtained from the OR Li-
brary maintained by Beasley at http://mscmga.ms.ic.ac.uk/info.html.

The scheduling code we used to study the problems is the same code used
by Crawford [10] to solve resource constrained project scheduling problems RCPS.
The difference between job-shop JS, and RCPS is that in JS each task can only use
one machine at a time, whereas if the resources in RCPS are machines, each task
can use more than one resource. Also, in JS, precedence constraints exist only
between tasks of the same job, but not between jobs. In RCPS, more complex
precedence constraints are allowed. :

The format in which the problems are specified is different in JS than it is in
RCPS, because the ontology of the problems is different. In the job-shop format,
each instance consists of a line of description, a line containing the number of jobs
and the number of machines, and then one line for each job, listing the machine
number and processing time for each step of the job. The machines are numbered
starting with 0.

The following is a sample description for mt06 (also called ft06).

++++ AR

instance ft06

o o o e

Fisher and Thompson 6x6 instance, alternate name (mt06)
6 6

2 1 0 3 16 3 7 6 3 4 6
1 8 2 5 410 510 010 3 4
2 5 3 45 8 0 9 11 4 7
1 5 0 5 2 5 3 3 4 8 5 9
2 91 3 4 5 5 4 0 3 3 1
1 33 36 9 010 4 4 2 1

B a S

In contrast, in the format we used, tasks from different jobs are not distin-
guished other than by precedence constraints. The data contains several sections.
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Section 1 has the following format:
Task ID Proc. Time 012 3 45

The numbers 0 through 5 correspond to machine numbers. Each task ID begins
with the string asm_1.step_.

Section 2 describes the precedence constraints. Section 3 is not needed for
job-shop scheduling problems and Section 4 describes the resources and their ca-
pacities. In job-shop problems, the each resource {machine) has capacity 1.

The following is the description in the format we used for mt0G.

sectionl

asm_1.step_001 00:01
asm_1.step_002 00:03
asm_1.step_003 00:06
asm_1.step_004 00:07
asm_1.step_005 00:03
asm_1.step_006 00:06
asm_1.step_007 00:08
asm_1.step_008 00:05
asm_1.step_009 00:10
asm_1.step_010 00:10
asm_1.step_011 00:10
asm_1.step_012 00:04
asm_1.step_013 00:05
asm_1.step_014 00:04
asm_1.step_015 00:08
asm_1.step_016 00:09
asm_1.step_017 00:01
asm_1.step_018 00:07
asm_1.step_019 00:05
asm_1.step_020 00:05
asm_1.step_021 00:05
asm_1.step_022 00:03
asm_1.step_023 00:08
asm_1.step_024 00:09
asm_1.step_025 00:09
asm_1.step_026 00:03
asm_1.step_027 00:05
asm_1.step_028 00:04
asm_1.step_029 00:03
asm_1.step_030 00:01

O FR OO0 000000 R OO0OFRP,POCOOOROOOOO0 OO QOO
OO 0O R, O0O00O0O0OFR O OOCOOOOO0OOrEOOCOOOOCO
OO0 0 0O R OO0 R OO0 O0OO0CO R, QOO0 OO0 OO O
OO0 00000 KR OOOCO0O0DO0OCR O OOCOO0O00OOFrOO0O0
OO0 O R OOCOR OO, OO0 COOoOrErOORFr OOCOoOO
OO, OO0 FR,R OO0 OODO0O0OO0OFRrOODOOFEOQOQOORFrOOQOOO0



asm_1.step_031
asm_1.step_032
asm_1.step_033
asm_1.step_034
asm_1.step_035
asm_1.step_036

section2

asm_1.step_001
asm_1.step_002
asm_1.step_003
asm_1.step_004
asm_1.step_005
asm_1.step_007
asm_1.step_008
asm_1.step_009
asm_1.step_010
asm_1.step_011
asm_1i.step_013
asm_1.step_014
asm_1.step_015
asm_1.step_016
asm_1.step_017
asm_1.step_019
asm_1.step_020
asm_1.step_021
asm_1.step_022
asm_1.step_023
asm_1.step_025
asm_1.step_026
asm_1.step_027
asm_1.step_028
asm_1.step_029
asm_1.step_031
asm_1.step_032
asm_1.step_033
asm_1.step.034
asm_1.step_035

section3

00:03
00:03
00:09
00:10
00:04
00:01

asm_1.
asm_1
asm_1
asm_1
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1
asm_1
asm_1
asm_1
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1
asm_1.
asm_1
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.

[ T o T C Y e T I -
(== I = = = BN o
= O O QO Qo CQ
(==l )

step_002

.Step_003
.step_004
.step_005

step_006
step_008
step_008
step_010
step_011
step_012
step_014
step_015

.5tep_016
.Step_017
.Step_018
.step_020

step_021
step_022
step_023
step_024
step_026
step_027

.step_028

step_029

.step_030

step_032
step_033
step_034
step_035
step_036

O - O O O O
OO0 O = OO
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section4
Assembly Zone Maximum Occupancy

Zone.Z0
Zone.Z1
Zone.Z2
Zone.Z3
Zone.Z4
Zone.Zb5

e

The subset problems are the following:
Problem 1: We took a subset of 4 jobs out of the 6 jobs in the original
problem.

sectioni

asm_1.step_001 00:01
asm_1.step_002 00:03
asm_1.step_003 00:06
asm_1.step_004 00:07
asm_1.step_005 00:03
asm_1.step_006 00:06
asm_1.step_007 00:08
asm_1.step_008 00:05
asm_1.step_009 00:10
asm_1.step_010 00:10
asm_1.step_011 00:10
asm_1.step_012 00:04
asm_1.step_013 00:05
asm_1.step_014 00:04
asm_1.step_015 00:08
asm_1.step_016 00:09
asm_1.step_017 00:01
asm_1.step_018 00:07
asm_1.step_019 00:05
asm_1.step_020 00:05
asm_1.step_021 00:05
asm_1.step_022 00:03
asm_1.step_023 00:08
asm_1.step_024 00:09

OO0 O HO0OFR OQOO0OO0OFROO0O0O00C 000 OO0 O
O 0O 00O RO OOODO0O0O00 00K OO0O0r OO0
C OO R OO0 0O0O0OCOFF OO0 O0RFR,OOO0O0O00C
OO R, O0O00 000 O0ORr O OO0O0O0O0O0 OO0 KrOOCOO
O R 0000 KOO0 0OO0O00COE OO0, OoO00Co
= OO0 00O 0OR, O000OFR, OO0 OKr OoOo0O0oOOo
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section2

asm_1.s5tep_001 asm_1.step_002
asm_1.step_002 asm_.l.step_003
asm_1.step_003 asm_1.step_004
asm_1.step_004 asm_1.step_005
asm_1.step_005 asm_1.step_006
asm_1.step_007 asm_1.step_008
asm_1.step_008 asm_1.step_009
asm_1.step_009 asm_1.step_010
asm_1.step_010 asm_1.step_011
asm_1.step_011 asm_1.step_012
asm_1.step_013 asm_1.step_ 014
asm_1.step_014 asm_1.step_015
asm_1.step_015 asm_1.step_016
asm_1.step_016 asm_1.step_017
asm_1.step_017 asm_1.step_018
asm_1.step_019 asm_1.step_020
asm_1.step_020 asm_1.step_021
asm_1.step_021 asm_1.step_022
asm_1.step_022 asm_1.step_023
asm_1.step_023 asm_1.step_024

sectiond
sectiond
Assembly Zone Maximum Occupancy

Zone.Z0
Zone.Z1
Zone.Z2
Zone.Z3
Zone.Z4
Zone.Z5

e e e

Problem 2: We took a subset of 4 jobs out of the original problem.

sectionl

asm_1.step 001 01:23 0001000
asm_1.step_002 00:01 0 00 00O 1
asm_1.step_ 003 01:36 0010000
asm_1.step_004 00:54 1 0 00000



asm_1.step_005
asm_1.step_006
asm_1.step_007
asm_1.step_008
asm_1.step_009
asm_1.step_010
asm_1.step_011
asm_1.step_012
asm_1.step_013
asm_1.step_014
asm_1.step_015
asm_1.step_016
asm_1.step_017
asm_1.step_018
asm_1.step_019
asm_1.step_020
asm_1.step_021
asm_1.step_022
asm_1.step_023
asm_1.step_024
asm_1.step_025
asm_1.step_026
asm_1.step_027
asm_l1.step_028

section2

asm_1.step_001
asm_1.step_002
asm_1.step_003
asm_1.step_004
asm_1.step_005
asm_1.step_006
asm_1.step_008
asm_1.step_009
asm_1.step_010
asm_1.step_011
asm_1.step_012
asm_1.step_013
asm_1.step_015
asm_1.step_016
asm_1.step_017
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01

01
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01
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asm_1.
asm_1.
asm_1.
asm_1.
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asm_1.
asm_1.
asm_1.
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00:

51

38
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step_002
step_003
step_004
step_005
step_006
step_007
step_009
step_010
step_011
step_012
step_013
step 014
step_016
step_017
step_018
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asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.

step_018
step_019
step_020
step_022
step_023
step_024
step_025
step_026
step_027

section3

sectiond

Assembly Zone Maximum Occupancy

Zone.Z0
Zone.Z1
Z2
Z3
Z4
Z5
Z6

Zone.
Zone.
Zone.
Zone.
Zone.

Problem 3: We took a subset of 4 jobs out of the original problem.

o e e

sectioni
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asm_1.
asm_1.

step_001
step_002
step_003
step_004
step_005
step_006
step_007
step_008
step_009
step_010
step_011
step_012
step_013
step_014
step_015

asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.
asm_1.

00:
00:
01:
00:
138
124
:07
00:
00:
01:
00:
01:
01:
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00
01
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51
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step_019S
step_020
step_021
step_023
step_024
step_025
step_026
step_027
step.028
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asm_1.step 016 00:40 0 0 0000100000000

asm_1.step 017 01:28 0000000001 00000

asm_1.step 018 01:17 0 0000000001000 0
asm_1.step 019 00:59 00 0001000000000
asm_1.step_020 00:20000000000001000
asm_1.step_021 00:52 0 0 0100000000000
asm_1.step_022 01:10 00 0000001000000

asm_1.step_023 00:40 1 0 0000000000000
asm_1.step_024 00:32 000010000000000
asm_1.step_025 01:16 00 0000000000010
asm_1.step 026 00:43 0000000000001 00
asm_1.step 027 00:31 000000010000000
asm_1.step 028 00:21 001 000000000000
asm_1.step 029 00:0500000000000000 1
asm_1.step_030 00:47 0100000000000 O00O0

asm_1.step_031 00:32100000000000000

asm_1.8tep 032 00:49 000100000000000

asm_1.step 033 00:05 000000000010000

asm_1.step_034 01:04 00 000100000000C

asm_1.step_035 00:58 0 0 0000010000000

asm_1.step_036 01:20000000001000000

asm_1.step 037 01:34 000000100000000

asm_1.step_038 00:11 00 0000000001000

asm_1.step_039 00:26 01 0000000000000

asm_1.step_041 00:58 0 0 0000000000 0CGO01
asm_1.step_042 01:26 000000000100000

asm_1.step_040 00:26 0 0 0000000000010

asm_1.step_043 00:47 000 010000000000
asm_1.step_044 01:36 00 0000000000100
asm_1.step 045 00:14 001 000000000000
asm_1.step_046 00:23 0 00 0010000060000

asm_1.step_047 00:09 000 000100000000

asm_1.step_048 01:15 1 0 0000000000000

asm_1.8tep_049 00:37 00 0000000000100

asm_1.step_050 00:43 00000 0000001000

asm_1.step_051 01:19 0 0100000006000 00O0C

asm_1.step_052 01:15000010000000000

asm_1.step_ 053 00:34 0 0010000000 000CGO0

asm_1.step 054 00:20 00000001 0000000

asm_1.step 0565 00:10 0 0 0000000000010

asm_1.step_ 066 01:23 00 0000000000001



asm_1.step_057
asm_1.step_058
asm_1.step_059
asm_1.step_060

section2

asm_1.step_001
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asm_1.step_035
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asm_1.step_037
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asm_1
asm_1
asm_1
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.Step_039
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step_046
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.step_048
.step_049
step_050
step_051
step_052
step_0563
.Step_054
.step_055
.step_056
step_057
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.step_059
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section3d
sectiond
Assembly Zone Maximum Occupancy

Zone.Z0
Zone.Z1
Zone.Z2
Zone.Z3
Zone.Z4
Zone.Z25
Zone.Z5
Zone.Z7
Zone.Z8
Zone.Z9
Zone.Z10 1
Zone.Z11 1
Zone.Z12 1

S T = Wl
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Zone.Z13 1
Zone.Zi4 1
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APPENDIX B

MAPLE CODE

This chapter contains code in the Maple language that we used in this dis-
sertation to produce simplifications of equations and calculations of expected costs
to solution. The code consists of a main file called probpm-clean.mpl which con-
tains code to calculate the expected cost given a cutoff policy. It also contains
code to hill climb in the space of cutoff policies. This file requires 1ds-good.mpl
and lds-formula-numeric.mpl. The code in 1ds-good.mpl calculates the cost of
the iteration where we assume success and the code in 1ds-formula-numeric.mpl
numerically calculates the cost of the iteration where we assume success, using the
simplifications explained in the following section.

B.1 Simplification of Ny, (¢}

Using l1ds-good.mpl, we generate expressions for particular depth, discrep-
ancy value, heuristic probability, p, and one last parameter, w. This last parameter
is in place for the distribution of weights. In the case of LDS, this distribution is
constant, but in the case of WDSs it is not, and the formula is expressed so that it
can be used for either LDS or wps. If it is used to calculate the expected cost for
wbDS, w has to be replaced by a call to the weight distribution.

The general strategy here is to try to collect terms in order to find a pattern.
The work is too detailed and extensive to present in its entirety so we will just
present the case for a tree of depth 2 and cutoff of 1. The objective is to show that
the recursive formula for exploring a good node (4.9) corresponds to (4.17). In
order to do this, we have isolated the coefficients of terms of the form w*(1 — p)*.
These coefficients are the ones that appear as Ci(i1,. .., i) in (4.17).

Starting from (4.9) we will rearrange terms in order to establish a correspon-
dence between these terms and the expressions in Table 46. First, we load the
maple routines:

> read ‘lds-good.mpl‘:

Then, we invoke the procedure at depth 2, with at most 2 discrepancies and

heuristic probability p, and weight w.
> good(2,0,2,p,%);
1+p(l4+p+Q-p)(1+w))+(1-pQ+w+w(l+p+(1—p)(1+w))
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The weight w does not stand for the actual value of the weight, it stands for the
probability that the weight is greater than or equal to the cutoff. This probability
is one if the exponent of the weight is smaller than or equal to the cutoff. We will
use this fact later when we determine the expression for one cutoff value.

The terms are roughly as follows: 1 is the cost of the root, then we either
succeed on the left with probability p times the probability of the left subtree or
we fail on the left and succeed on the right subtree (which is given by the third
term of the sum).

Let us focus on the second term. This is the case where we succeed on the
left. We do so if we count the root of that subtree, and with probability p we
succeed on the left of that subtree and with probability 1 — p we succeed on the
right in which case, we explore the left node and the right (denoted by w). This
w denotes a right turn at depth 2. Although this fact is not important now, it
will be important when we collect the terms and show that Table 46 generates the
correct expressions.

Now focus on the case where we failed on the left subtree. In this case, we
either succeed on the left (and explore 2 nodes plus the right turn) or we fail on
the left and succeed on the right, and so on.

First a trick. We want to preserve the term (1-p) so we will substitute this term
for m.
subs (1-p=m,%) ;
1+p(Q+p+m(l+w)+m2+w+w(l+p+m(l+w)))

In order to illustrate the rest of the process, we will settle on a single cutoft. Let
us focus on the second iteration, that is when the cutoff is 1. We need to eliminate
from this expression all terms with w?, since those will be the ones representing
the cost of exploring paths with two right branches.
> subs(w~2=0,simplify(%));
l+p+pP+pm+2pmw+2m+2mw+m’w

Next, we collect the terms of the expression in terms of m and the weight, w.
> collect(collect(%,m),w);
(2p+2)m+mAw+p+(p+2)m+1+p*

Notice that the terms that do not multiply w can be simplified to equal 1 + d:
> simplify(subs(m=1-p,p+(p+2)*m+1+p~2));
3

Let us focus on the two terms that multiply w: (2p + 2)m and m?. These are the
terms that should correspond to terms in Table 46. We have not explained the
indices 7;. There are as many indices as possible right turns. So in the case where
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the cutoff is 1, there is only one index, namely ¢;. The indices in Table 46 have the
following ranges: 7, ranges from 0 to d — 1, and for each successive subindex, k, i
ranges from 0 to ix_; — 1. So index i; ranges from 0 to 1. This means that in order
to get the factor of m?w we must add the result of replacing 7, for 0 with the result
of replacing 4, for 1 in the entry that lies in the intersection between (1 — p)? and
w in Table 46. The expression in Table 46 that intersects w and (1 — p)? should
be equal to 1. In the case where i; = 0, this term is equal to 1, and when 7; =1,
it is equal to 0, so in this case, the expression in the table is correct.

Let us verify that the factor of m and w, 2p+ 2, is also correct. When z; =0,
the expression in Table 46 that intersects w and (1 — p) is equal to 1 4 p. When
i, = 1, this expression equals 1 + p. The sum of both expressions is 2 + 2p as
desired.

This is not proof that the expressions in the table are correct. It is just an
example. The reader who wishes to verify the rest of the expressions may do so
by using the code we provide below and the method we illustrated above.

Notice there are terms with (1 — p)* and terms with w*. Collecting the
cocfficients of these terms yields the expressions in Table 46.
The following code implements the recursive calculation of success.

# 1lds-good.mpl : This is the precursor to lds-formula-numeric.mpl

H*

good: depth is the total depth of the tree,
k is the curent depth,
p and w are the parameters

Invoke as good{depth,0,disc,p,w)

H o3 OH OH % H

good := proc(depth,k,c,p,w)}
local kk,dk,nw,expr,x,¥,2;

if k = depth then
expr := 1;
else
if ¢ = 0 then
expr := 1 + good(depth,k+l,c,p,w);
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TABLE 46. Collection of coefficients of terms (1 — p)tw*.

[Weight =7
1 o o(d =k — o)
w (i +1) s 2 pt +EL —dig T
w? (12+1) f-:]‘ p*
w? (is + 1) 002 p*
wh (ia+1) 00 2p"‘
Weight (1- p)
1
w Zﬁ_ﬁ_,l_l(d A—l) K
w? (42 +1) Zk::fz-:?-l o+ Zk - =2 P*
w? (i + 1) TeZi
w' (14 +1) ;.::f—_u P
Weight (1-p)y
1
w
w? %_fz_%(d k— 2) )
w? (is + 1) D kmiip—2 k'*‘Zk dig-3 P*
w’ (ia + 1) Fhodpoa?*
Weight (1-p)
1
w
w?
w3 i-‘:lt-z;;-'!(d k — 3)pk
w | G+ ) Tpra P+ Y sa(d = k= 3)p




else
kk := k+1;
nw = W,
x := good(depth,kk,c,p,w);
y := bad(depth,kk,c,p,nw);
z := good(depth,kk,c-1,p,nw);
expr := l+p*x+(1-p)*(y+nw*z);
fi;
fi;

end;
bad := proc{depth,k,c,p,w)
local sum,expr,dk,dj,j,nw,x;

if k = depth then
expr := 1;
else
if ¢ = 0 then
expr := l+depth-k;

else
dk := depth-k;
sum := 0;
for j from 0 to dk-1 do
dj := depth-j;
v = W,
x := bad(depth,dj,c-1,p,nw);
sum := sSum + nw * X,
od;
expr := 1l+dk+sum;
fi;
fi;
end;
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The following code calculates the expected number of nodes of the successful

iteration according to the nested sums in (4.17).
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# 1lds-formula-numeric.mpl: computes the cost of the
# iteration where we expect to succeed.
#

coef := proc()
local j,k,cl,i,d,p;

j = nargs-3;
k := args[nargs-2];
d := args[nargs-1];
p := argslnargs];
if k <= 0 then
ERROR (‘last argument should be greater than zero.‘);

fi;
if k = j then
if k = 1 then
¢l := ((args[jl+1)*sum(p~i,i=0..d-args[jl1-(j+1)))
+sum(p~i,i=(d-args[j1-j)..(d-j));
else

cl := ((args(jl+1)
xsum(p~i,i=((d-args[j-11-(j-1))..(d-args[ji-(j+1})}))
+sum(p~i,i=(d-args[jl-j)..(d-3));
fi;
elif k < j then
if k = 1 then
cl := (args[jl+1)*sum(p~i,i=0..d-args[k]-(k+1));
alse
cl := (args[jl+1)
*xsum(p~i,i=(d-args[k-1]-(k-1))..(d-args[k]-(k+1)));
fi;
elif j < k then
ci := sum((d-i-j)*p~i,i=(d-args(jl-j)..(d-(j+1)));
fi;
cl
end;

# To calculate the weight, we record the depths at which
# we make right turns.



# wcond := proc()

# local 1,k,1;

# 1 := [d-args(1]];

# for i from 2 to nargs do
# k := op(1);
#
#
#
#
#

[
n

[d-args[i],k];
od;
1 :=[seq(d-i, i=args(1]..args[nargs])];
1

end;

# Here, the weight is constant.
weond := proc(w)

local 1;

1l :=w;

1
end;

formula := proc(p,w,depth,cutoff)

local suml,sum2,j,k,total;
global summand,C,W,a,b;

for j from 1 to depth do

summand [j] := 0;
od;
if (1 <= cutoff) then
bl1] :=1;

for al1] from 0 to depth-1 do
new_loop{(depth,p,w,al1],b[1],cutoff);
if (2 <= cutoff) then
a_loop(depth,p,w,2,cutoff);
fi:
od;
fi;
total := l+depth+sum(summand[k],k=1..depth);
sort (expand(total));

end;

185



186

a_loop := proc{depth,p,w,v,c)
global a,b,ind;

blv] := blv-1]+1;
for alv] from 0 to ind[b(v]-11-1 do
new_loop(depth,p,w,alv],blv],c);
if (v < ¢) then
a_loop(depth,p,w,v+1,c);
fi;
od;

end;
new_loop := proc(depth,p,w,value,index,cutoff)

local h,l1,s,arguments,wfactor;
global ind,C,W,summand;

ind[index] := value;
arguments[index] := seq(ind[h], h=1..index);
Wlindex] := wcond(w,arguments[index]);
for 1 from 1 to index+l do
Clindex] [1] := coef (arguments(findex],1l,depth,p);

od;
wfactor := product(W(n],n=1..index);
summand [index] := summand[index] +
wfactor*sum((1-p) “s*Clindex] [s],s=1..index+1);
end;

B.2 Expected Cost Calculation

The following code computes the expected cost to solution. In order to
calculate the expected cost to solution given p = 0.8, m = 0.2, a policy ¢ for a tree
of depth 10 and policy length 5 invoke ndep_cost2(0.8,0.2,c,10,5).

#
# probpm-clean.mpl: computes the expected cost
# to solution.
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#
fprob2 := proc{depth,p,m)

local i,k;
global fp2;

for i from 0 to depth do

fp2[il[0] := 1-p~i;

fp2[0][i] := 0;

fp2[il [i] := O;

fp2[i] [depth] := 0;
od;

for i from 2 to depth do
for k from 1 to i-1 do
# if not assigned(fp2[i](k]) then
fp2lil (k] := (1-2*m)*fp2[i-1] [kI*fp2[i-1][k-1]+
(p+2+m-1) *fp2[i-1] [k]+
(1-p)y*fp2(i-1] [(k-11;
# fi;
od;
od;
end;

count2 := proc(depth)

local i,k;
global nc;

for i from 0 to depth do
nc[i] [0] := 1+i;
ncli) [depth] := 0;
nc[i] [1] := 27 (i+1)-1;
nc[01[i] := 1;

od;

for i from 2 to depth do
for k from 1 to i-1 do
# if not assigned(nc[i] [k]) then
nc[il (k] := 1+nc[i-1] [k]+nc[i-1][k-1];
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# fi;
od;
od;

end;

Digits := 20;
with(plots);

read ‘lds-formula-numeric.mpl‘:
read ‘lds-good.mpl®;
ndep_cost2 := proc(hp,hm,policy,depth,length)

local i,j,k,d,lscount,prob,node_cnt,total;
global fp2,nc,node_cnt_num;

d := depth;

# if not assigned(nc[d]([d]) then
count2(d);
# fi;

# if not assigned(fp2[d][dl) then
fprob2(d,hp,hm) ;
# fi;

total := 0;

lscount[0] := nc(d] (policy[0]];

total := (1-fp2[d] [policy[0]])*1lscount[0];

for i from 1 to length do
prob := fp2[d] [policy[i-1]1-fp2[d] [policy[il];
1scount[i] := nc[d] [policy[il];
node_cnt := sum(ncfd] [policy[jl],j=0..i-1)+1scount{i];
total := total + prob * node_cnt;

od;

total;
end;



B.3 Hill Climbing on OCP Space
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The following code does hill climbing on the space of policies. There is a
noise parameter that controls when we make a sideways move instead of an uphill

move.

In order to obtain all OCPs between the range of p = 0.8 and p = 0.9, with
m = (0.2, for a tree of depth 10, invoke get_ocp2(0.8,0.2,10). To calculate the
OCP at a single point, invoke get_ocp(0.8,0.2,10). To compute the costs of all
neighbor policies, invoke explore_neighborhood(0.8,0.2,0cp,10) if the OCPis

stored in variable ocp.

#

# The following code is also part of the file probpm-clean.mpl.
#

find_ocp := proc(p,m,w,depth,drnd,wrnd)

local i,idx,val,wcp,cost,lrnd,rnd,li,ll,o0c,cp,length,printing;
global iterations,ocp,ocost,progress,maxiter;

printing := 0;

# when do we stop?

length := nops(op(op(ocp)))-1; # the

if length = 0 or iterations > maxiter
RETURN (ocp,iterations);

fi;
11 := length;
progress := progress+l;
iterations := iteratioms+l;
wcp = ’wcp’;
cp := copy(ocp);
1lrnd := rand(length);
# w;

if wrnd() < w then
# we make a downhill move

# 1i := 1lrnd(); # pick a random iteration and

# instead of picking randomly, pick

last cutoff is always d
then

delete it
the best one from
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# all except the last iteration which has to stay i

# the policy for completeness.
11 := length-1;
for 1i from 0 to 1l do
for i from 0 to 1li-1 do
wepl[il := cplil;
od;
for i from 1li to length-1 do
wepli] := cpli+1];
od;
cost := ndep_cost2(p,m,wcp,depth,1l);
if cost < ocost then
ocost := cost;
ocp := copy(wcp);
if printing=1 then
print (ocp);
printf("new cost = %f\n",ocost);

fi;
maxiter := max(maxiter,2%iterations);
progress := 0;
fi;
od;
else

# we make a random move
idx := lrnd(};
if (idx >= length) then

ERROR( ‘RANDOM is destroying the cutoff policy‘); fi;

if idx = 0 then
rnd := rand(cp(1]);

else
if idx = length then # this is a redundant check!
rnd := rand(cp[lengthl);
print(cp{length]);
else

rnd := rand(cp[idx-1]..cplidx+1]);
print (cplidx-1]),cplidx+1]);
fi;
fi;
val := rnd();
if val = depth then # we have decided to do DFS
for i from 0 to idx-1 do
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weplil := cplil;
od;
11 := idx;
else
wep := copy(cp);
fi;
weplidx] := val;
cost :=
if cost < ocost then
ocost := cost;
ocp := copy{wcp);

if printing=1 then
print (ocp);
printf("new cost

fi;

maxiter :=

progress :=

fi;
fi;

0;

ndep_cost2(p,m,wcp,depth,11);

= %f\n",ocost);

max (maxiter,2*iterations);

find_ocp(p,m,w,depth,drnd,wrnd);

end;

get_ocp

:= proc(p,m,depth)

local seed,length,cost,w,w_seed,drnd,wrnd;
global iterations,ocp,ocost,progress,maxiter;

w_seed := readlib(randomize)();

drnd := rand(depth-1);

wrnd := rand(2°32)/2.0°32;

maxiter := 100;

iterations := 0;

progress := 0;

seed := get_seed(depth);

length := nops(op(op(seed))}-1; # the last
# w := 0.15;

w := 0.25;

# w := 0.5;

cutoff

is always d
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ocost := ndep_cost2(p,m,seed,depth,length);
ocp := copy(seed);
find_ocp(p,m,w,depth,drnd,wrnd) ;

print (ocp,ocost,iterations,progress);

end;

get_ocp2 := proc(p,m,depth)

local pi,i,;
global ocp2;

for i from 0 to 10 do

pi := p+i*.01;

print (pi);

ocp2[i] := get_ocp(pi,m,depth);
od;

end;

get_seed := proc(depth)

local i,cp;
# seed with LDS

for i from O to depth do
cpli]l := i;
od;

# seed with all even iterations only
for i from 0 to floor(depth/2) do

cpli] := 2*i;
od;

if floor(depth/2) <> ceil(depth/2) then cplil

CPpP;

end;

:= depth; fi;
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explore_neighborhood := proc(p,m,policy,depth)

local i,j,cp,co,length;

length := nops(op(op{policy}))-1;

print(length);
for i from 0 to length-1 do

cp := copy(policy);
for j from i+l to length do
¢plj-11 := policy[jl;
od;
co := ndep_cost2(p,m,cp,depth,length-1);
print (cp);
print (i,co);

od;

end;
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APPENDIX C

NUMBER PARTITIONING GRAPHS

The figures in this appendix complement the discussions in Section 6.5.2 on
the behavior of the “best weights” in number partitioning problems parameterized
by the maximum number of digits in the elements of the instance and the ratio
which determines how many elements are in each instance. A ratio r, of 1.82 means
there are 1.82log(/N) elements in the instance. All figures show data for N = 4,
N=5N=6,N="7,andr=182,r=14,r=1.2,and r = 1.0.

Figure 53 through Figure 55 show the logarithm of the number of nodes
explored in case of failure vs. the logarithm of the cutoff value. Figure 56 through
Figure 59 show the logarithm of the number of nodes explored in case of success vs.
the logarithm of the cutoff value. Figure 60 through Figure 63 show the logarithm
of the probability of failure vs. the number of nodes in case of failure.
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FIGURE 53. The y-axis shows the logarithm of the number of nodes explored in
case of failure. The x-axis shows the logarithm of the cutoff value. » = 1.82.
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FIGURE 54. The y-axis shows the logarithm of the number of nodes explored in
case of failure. The x-axis shows the logarithm of the cutoff value. r = 1.2.



6.5 t

45 |

35|

25t

-
[}

25 15 -05
D=4
%,
‘l-.l"'hl
.."'...
1‘..'..'
l“....

N G R O )~ O O

D=6

-45-35-25-15-05

12

1

10

R W ot o~ oo

D=7

-45-35-25-15 -05

197

FIGURE 55. The y-axis shows the logarithm of the number of nodes explored in

case of failure. The x-axis shows the logarithm of the cutoff value. r = 1.0.
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FIGURE 56. The y-axis shows the logarithm of the number of nodes explored in
case of success. The x-axis shows the logarithm of the cutoff value. r = 1.82.
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FIGURE 57. The y-axis shows the logarithm of the number of nodes explored in
case of success. The x-axis shows the logarithm of the cutoff value. r = 1.4.
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FIGURE 58. The y-axis shows the logarithm of the number of nodes explored in

case of success. The x-axis shows the logarithm of the cutoff value. r = 1.2.
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FIGURE 59. The y-axis shows the logarithm of the number of nodes explored in

case of success. The x-axis shows the logarithm of the cutoff value. » = 1.0.
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FIGURE 60. The y-axis shows the logarithm of the probability of failure. The
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FIGURE 61. The y-axis shows the logarithm of the probability of failure. The
x-axis shows the logarithm of the number of nodes explored. r = 1.4.
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