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DISSERTATION ABSTRACT

Matthew Henry Hall

Doctor of Philosophy in Computer Science

Title: Optical Topology Programming: Foundations, Measurements, and
Applications

This thesis advances the state-of-the-art in network management by challenging

the prevailing notion that the joint optimization of optical and packet layers is

currently impractical. It does so through two key contributions: (1) establishing

the theoretical and empirical foundations for programming the optical topology,

henceforth referred to as optical topology programming; and (2) demonstrating the

advantages of optical topology programming in enhancing network security (e.g.,

combating network reconnaissance, volumetric DDoS) and network management (e.g.,

scaling traffic engineering) applications.

We evaluate the performance of optical topology programming for these

applications with a custom-built discrete event simulator. We demonstrate the ability

of optical topology programming to improve scalability in traffic engineering systems,

completely removing all instances of throughput loss for a diverse set of link failure and

flash crowd events. We show that it is also capable of subverting attempts at network

reconnaissance by dynamically changing the set of active network links and finding

hundreds of alternative topology configurations that maintain traffic performance in

seconds. Finally, we show that optical topology programming can improve defense

capabilities against large-scale link flood attacks, reducing the number of successful

link flood attacks from 134 to 9 (94%).

This dissertation includes previously published and unpublished coauthored

material.
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CHAPTER I

INTRODUCTION

Wide-area networks in the Internet are more integrated with our lives today than

ever before. Applications such as web search, GPS navigation, video streaming, ride-

hailing, food delivery, telehealth, and conference video calls for remote work and

learning, among many others, are familiar and used by billions of people a day. All

of these services generate massive amounts of data constantly (2.5 quintillion bytes

daily as of 2020 [70]), thus putting strain on the wide-area networks underneath it

all. Special attention has been given to the task of optimizing wide-area network

performance in order to make all of these applications run smoothly and seamlessly

for people every day [2, 130,166].

While traffic demands on wide-area networks from everyday user applications have

risen, cybercriminals have found it lucrative to disrupt networked services through

various attacks. For example, Microsoft’s private cloud network, Azure, was attacked

with a 3.25 terabit per second attack in May 2022. This was the largest recorded

attack against Azure’s infrastructure to date [266]. In June 2022 Cloudflare, a content

delivery network hosting hundreds of thousands of websites on the Internet was hit

with its largest attack recorded—26 million HTTPS requests per second [311]. These

recent attacks target infrastructure, overwhelming network capacity and causing

disruption to services for all users whose applications use the targeted network [202].

Recently, programmable networks have emerged in response to our insatiable

hunger for bandwidth and to mitigate the rising security threats that networks

face [203]. Programmability in the network has been applied to load balancers [219],

intrusion detection systems [173], network interface cards [95], and software-defined

networking controllers [2, 130, 166]. Some programmable network applications,
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such as traffic-engineering, have primarily been applied to private content provider

networks [2,130,166] (e.g., Google, Amazon, Azure, etc.) while others, such as defense

against distributed denial of service attacks have been applied to both private [86],

and public [181], networks (where public networks are those which users connect to

via their Internet service provider). Programmability has been necessary to scale

networks into the behemoths that underlie all of the familiar applications people can

enjoy today while adding flexibility to services and securing them from malicious

actors. Yet, as demand continues to grow, the programmable solutions that research

and industry have given us will only enable networks to scale so far.

At the bottom of everything related to wide-area networks is the physical (optical)

layer and this layer is unfortunately not programmable. The optical layer of the

networking stack has evolved independently of the innovations made at the higher

layers [212]. This domain has been the subject of research efforts that have largely

revolved around the task of sending the largest quantity of data possible into one end

of an optical fiber as fast as possible and recovering and decoding the transmission

error-free at the other end just as fast as it can be transmitted [143]. A detailed look

at optical layer advancements and their limited application to higher-layer protocols

is given in our survey on reconfigurable optical networks [215].

1.1 Challenges in Optical Topology Programming (OTP)

Optical topology programming has been shown to increase the efficiency of intra-

datacenter networks [100] but has not yet been used to great effect in wide-area

networks. Its application to wide-area networks has been prolonged due to three core

challenges outlined below. We aim to address these three challenges in this thesis.

1.1.1 Foundations. Jointly programming the optical and networking layers

is NP-hard [160] and this fact introduces a fundamental challenge to realizing
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programmability for the optical layer at an enterprise network scale. We find that

a key driver for the computational complexity is enumerating all possible network

paths in the presence or absence of any combination of network links and calculating

the flow distribution among those paths. We present models to address this challenge

heuristically in Chapter IV, where a key insight is that we can dramatically reduce

the number of potential paths while still finding feasible solutions for topology and

routing. This approach is applied in application-specific scenarios, where the set of

paths input to the framework reflects the needs of the application.

Evaluating optical topology programming requires access to a wide-area network

backbone which we do not have. To address this challenge, we have constructed

a Python-based discrete event simulator. While network simulators for traffic

engineering and security applications in recent work [2,165,301] have taken topology

as a fixed input to show how routing decisions affect performance as a function

of traffic, our simulator aims to show how topology and routing decisions affect

performance as a function of traffic.

1.1.2 Measurements. While we can model the benefits of optical topology

programming numerically, it is just as important to understand the physical

requirements for adding and removing optical signals in a span of optical fiber. To this

end, we take a measurement approach to quantify the reconfiguration time to establish

an optical circuit between two ends of a long-haul link traversing several amplifiers.

Noting that this operation has historically taken several to tens of minutes, we dig

into the cause of the delay and demonstrate that the same feat can be achieved in

under one second. This study, presented in Chapter V has been featured in two of

our publications [210,211].
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1.1.3 Applications. The foundations established and measurements

gathered motivate the development of three novel network applications to harness

optical topology programming. In this work, we describe such applications:

traffic engineering, network reconnaissance defense, and defense against link-flood

distributed denial of service attacks (link-flood DDoS attack or LFA).

1.1.3.1 Traffic Engineering. Chapter VI presents a novel framework,

GreyLambda, to improve the scalability of traffic engineering systems. Traffic

engineering systems continuously monitor traffic and allocate network resources based

on observed demands. The temporal requirement for these systems is to have a

time-to-solution in 5 minutes or less. Additionally, traffic allocations have a spatial

requirement, which is to enable all traffic flows to traverse the network without

encountering an over-subscribed link. However, the multi-commodity flow-based

traffic engineering formulation cannot scale with increasing network sizes. Recent

approaches have relaxed multi-commodity flow constraints to meet the temporal

requirement but fail to satisfy the spatial requirement of traffic engineering systems

due to changing traffic demands, resulting in oversubscribed links or infeasible

solutions [2, 166].

To satisfy both these requirements, we utilize optical topology programming to

rapidly reconfigure optical wavelengths in critical network paths and provide localized

bandwidth scaling and new paths for traffic forwarding. GreyLambda integrates

optical topology programming into traffic engineering systems by introducing a

heuristic algorithm that capitalizes on latent hardware resources at high-degree nodes

to offer bandwidth scaling, and a method to reduce optical path reconfiguration

latencies. Our experiments show that GreyLambda enhances the performance of

two state-of-the-art traffic engineering systems, SMORE [166] and NCFlow [2] in
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real-world topologies with challenging traffic and link failure scenarios. This work

was published in [210].

1.1.3.2 Network Reconnaissance. Successful network reconnaissance is

a prerequisite task for deploying an LFA [149, 260]. Recent efforts [153, 196] have

suggested that network obfuscation may be a viable technique to thwart would-

be attackers from discovering the network topology, thereby preventing link-flood

attacks. Equalnet [153] creates virtual link interfaces for nodes and links that do not

physically exist; these virtual nodes and links are made to appear as if they are in

the network when an attacker launches active measurement probes into the network.

However, the obfuscation techniques shown in [153] may be reversible via its method

for generating randomized IP addresses for virtual nodes and link interfaces.

In Chapter VII we show how internet tomography and out-of-band measurements,

can glean topology information for several real-world enterprise networks. We then

propose a topology jitter method, which we call Doppler, to deter attackers. This

work is currently in submission.

1.1.3.3 Link Flood Attacks. An LFA overwhelms bandwidth on links

in a network using traffic from many sources, indistinguishable from benign traffic.

Unfortunately, traditional DDoS defenses [86] are incapable of stopping such attacks

and recently proposed software-defined solutions [148,301] are shown in this work to

be situationally ineffective.

We observe a new opportunity for mitigating link-flood attacks using optical

topology programming. In essence, we envision new capabilities to scale capacity

on-demand to avoid congestion and add new links to the network to create new paths

for traffic during link-flood attack incidents. Realizing the benefits of optical topology

programming raises unique challenges; the search space for candidate topology
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configurations is very large and joint optimization of topology and routing is NP-

hard [160].

Chapter VIII presents ONSET—a framework that tackles these challenges to lay

a practical foundation for topology programming-based defenses against link-flood

attacks. We show that ONSET complements existing programmable network defenses

and amplifies their benefits. We perform a what-if style analysis of ONSET by

simulating a wide-ranging set of attacks, including terabit-scale attacks, against every

single link on five networks with two different routing capabilities and observe that

ONSET provides the means to mitigate congestion loss in more than 90% of the

hundreds of diverse attack scenarios considered.

1.2 Scope and Contribution

This thesis advances the state-of-the-art in network management by

challenging the prevailing notion that the joint optimization of optical

and packet layers is currently impractical. It does so through two key

contributions: (1) establishing the theoretical and empirical foundations

for programming the optical topology, henceforth referred to as optical

topology programming; and (2) demonstrating the advantages of optical

topology programming in enhancing network security (e.g., combating

network reconnaissance, volumetric DDoS) and network management

(e.g., scaling traffic engineering) applications.

The methods and applications developed in this thesis are intended for private

enterprise backbone network environments and have not been evaluated for inter-

domain routing settings. The scale of networks is not a significantly limiting

factor regarding the performance benefits of our OTP applications. In total, these
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applications have been evaluated on 14 networks, with up to 149 nodes and distances

(e.g., fiber miles) between network endpoints up to 3840 km (2386 mi) long.

1.3 Attribution of Coauthored Material

Ramakrishnan Durairajan contributed to all chapters of this dissertation in an

advisory capacity and is a coauthor on all previously published and unpublished

works referenced herein.

Chapters II and III contain previously published coauthored material from [214]

and coauthored by Klaus-Tycho Foerster and Stefan Schmid.

Chapter IV, § 4.2 contains previously published coauthored material from [210],

with coauthors Paul Barford and Klaus-Tycho Foerster. Chapter IV, § 4.3 contains

previously unpublished work that is scheduled to appear in [217] and coauthored with

Zaoxing (Alan) Liu and Vyas Sekar.

Chapter V contains previously published coauthored material from [211],

coauthored with Paul Barford, Klaus-Tycho Foerster, Manya Ghobadi, and William

Jensen.

Chapter VI contains previously published coauthored material from [210], with

coauthors Paul Barford and Klaus-Tycho Foerster.

Chapter VII contains previously unpublished coauthored material this is in

submission [218]. This work is coauthored with Loqman Salamatian.

Chapter VIII contains previously unpublished coauthored material that is

scheduled to appear in [217], with coauthors Zaoxing (Alan) Liu and Vyas Sekar.

Chapter IX does not contain any previously published or unpublished work.
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CHAPTER II

PRIMER ON OPTICAL NETWORKS

This chapter contains previously published coauthored material from [214] and

coauthored by Klaus-Tycho Foerster, Stefan Schmid, and Ramakrishnan Durairajan.

The sections of [214] that appear here were written entirely by the dissertation author.

The coauthors assisted in editing these sections.

This chapter introduces fundamental concepts regarding optical networking. We

introduce the network architecture models, or design patterns, that are repeated

across different optical networks. We then describe the optical networking hardware

commonly deployed today.

2.1 Network Architectures

In this section, we briefly discuss two network architecture models that can

leverage reconfigurable optics, IP-over-OTN networks and hybrid electric-optical data

center networks. Our focus in this survey is to highlight and categorize reconfigurable

optical networks in enterprise networks, and therefore leave last-mile optical networks,

such as passive-optical networks and fiber-to-the-home networks beyond the scope of

our discussion.

We also briefly outline principles leveraged in different contexts by reconfigurable

optical networks, software defined networking and elastic optical networking. This

discussion introduces key aspects for network designers to consider when building

a reconfigurable optical network. This discussion reinforces our illustration of how

full-stack perspective aids in the network design process. In sections 3.2 and 3.3, we

look at specific implementations of reconfigurable optical networks in more detail.

2.1.1 IP-over-Optical Transport Networks. IP-over-Optical Transport

Networks (IP-over-OTN), defined in ITU-T G.709, is the standardized protocol that
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Figure 1. Metro, regional, and long-haul networks are connected by the IP-over-OTN
standard.

links metro, regional, and long-haul networks, as illustrated in Figure 1. Thus, we

discuss IP-over-OTN when referring to the network’s IP and the optical layers. In IP-

over-OTN, hosts (e.g.data centers, points-of-presence or PoPs, servers, etc.) connect

to routers, and these routers are connected through the optical transport network

(OTN). A node in the optical layer is an Optical Cross-Connect (OXC). An OXC

transmits data on modulated light through the optical fiber. The modulated light

is called a lambda, wavelength, or circuit. The OXC can also act as a relay for

other OXC nodes to transparently route wavelengths. When acting as a relay for

remote hosts, an OXC provides optical switching capabilities, thus giving the network

flexibility in choosing where to send transmitting lambdas over the OXC node.

Figure 2 illustrates the connectivity at different layers of the IP-over-OTN model.

The physical network connects points-of-presence (PoPs) with optical fiber spans.

OXC nodes connects these PoPs with optical paths or circuits. The physical routes

of the paths are abstracted away, and shown in color for reference. In the IP topology,

the colors of light are also abstraced away, and we see a mesh IP network connected
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by routers and switches. Hosts connect to nodes at this layer, and their traffic travels

down the optical paths in the physical network to reach its destination.

IP-over-OTN networks are not new. However, they are built at a great cost.

Historically network planners have engineered them to accommodate the worst-case

expected demand by (1) over-provisioning of dense wavelength division multiplexing

(DWDM) optical channels and (2) laying redundant fiber spans as a fail-safe for

unexpected traffic surges. These surges could come from user behavior changes or

failures elsewhere in the network that forces traffic onto a given path. Only recently

have reconfigurable optical systems begun to gain attention in the data center and

wide-area network settings. For more information about early IP-over-OTN, we defer

to Bannister et al. [24] and references therein, where the authors present work

on optimizing WDM networks for node placement, fiber placement, and wavelength

allocation.

2.1.2 Data Center Architectures. Historically, data centers relied on

packet-switched networks to connect their servers; however, as scale and demand

increased, the cost to build and manage these packet-switched networks became

too large. As a result of this change, new reconfigurable network topologies gained

more attention from researchers and large cloud providers. Many novel data center

architectures with reconfigurable optical topologies have been proposed over the last

decade. These architectures have in common that they reduce the static network

provisioning requirements, thereby reducing the network’s cost by presenting a means

for bandwidth between hosts to change periodically. Figure 3 shows one such

example of a hybrid electrical-optical data center architecture. These architectures

reduce cost and complexity via scheduling methods, which change bandwidth on

optical paths in the data center. Various approaches have been demonstrated.
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Notable architectures employ fixed, and deterministic scheduling approaches [23,198]

or demand-aware changes that prioritize establishing optical paths between servers

with mutual connectivity requests [286, 292]. Switching fabrics are also diverse for

data center optical systems. These include fabrics based on nanosecond tunable

lasers [168], digital micromirror devices (DMD) [108], and liquid crystal on silicon

(LCOS) wavelength selective switches (WSS) [245].

2.1.3 Software Defined Networking. Modern data center, metro, and

wide-area networks have been substantially influenced by developments in Software

Defined Networking (SDN) [298], and this trend has also been making its way to

optical networks [273]. The SDN paradigm decouples the control and data plane

in network hardware, giving operators greater control and flexibility for controlling

traffic within their network. Without this decoupling, it is more difficult to make lock-

step changes to network functions, such as routing. SDN offers a logically centralized

point of control for implementing policies across the network, thus enabling better

network utilization for bandwidth, latency, security policies, etc. These concepts can

also map further down the network stack to manage optical infrastructure, thereby 1)

improving optical layer performance with technology, which we describe in Section 2.2,
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and 2) allowing management algorithms to adapt the optical paths in a demand-aware

fashion, which we describe in Section 3.2 for data center networks and in Section 3.3

for metro and wide-area networks.

Notwithstanding, providing a standardized stable and reliable programmable

optical physical layer control plane for SDNs is still an ongoing effort, as recently

outlined by the TURBO project [151]. One important step in this direction is the

development of virtual testbeds to evaluate the cross-layer operation of SDN control

planes [169].

2.1.4 Elastic Optical Networks. A span of optical fiber enables

transmission of data over a spectrum or set of wavelengths. These wavelengths can

be allocated in a fixed or flexible (flex) grid. Networks that allow flex grid allocations

are also called Elastic Optical Networks (EONs). For example, according to the

ITU-T G.694.1 fixed grid standard, frequencies must be 12.5, 25, 50, or 100 GHz

apart [273]. However, in elastic optical networks (EONs), also known as flex-grid

networks, the frequency of a channel can be any multiple of 6.25 GHz away from

the central frequency (193.1 THz) and have a width that is a multiple of 12.5 GHz.

Figure 4 illustrates the difference between a flex-grid and fixed-grid allocation.

Flex grid networks can greatly improve the spectral efficiency of IP-over-OTN,

allowing the network to pack data channels more densely within a span of optical

fiber. However, they can also lead to unique challenges, particularly fragmentation.

Fragmentation occurs when spectrum allocated on a fiber has gaps in it that are too

narrow to be filled. Novel approaches to managing EONs with fragmentation-aware

algorithms are covered in depth by Chatterjee et al. [47].

2.1.5 Summary. Our survey relates the latest developments in

reconfigurable networks for data centers and WANs. The IP-over-OTN model is
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Figure 4. Example of fixed grid and flex grid spectrum allocation.

a useful framework for reasoning about and managing optical metropolitan, regional,

and wide-area networks. Similarly, we are seeing data center architectures become

more reconfigurable and demand-aware with optical circuit switching. SDN is

poised to bring substantial changes to the operation of optical networks in both

domains by offering a centralized point for management and control for more network

infrastructure, from routing of packets to routing of optical paths. Moreover, EONs

are also enabling better spectral efficiency.

2.2 Enabling Hardware Technologies

In this section, we discuss hardware technologies that enable reconfigurable optical

networks. In our end-to-end discussion on reconfigurable optical networks, the

hardware is the foundational layer from which systems are built. Understanding

these devices and their capabilities is crucial for designing and building real-world

reconfigurable optical networking systems. We show examples of different optical

technologies, including optical switches and transponders, and examples of systems

that use them. We also highlight recent advances in silicon photonics, and the

implications this may have for reconfigurable optical networks in the near future.
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Finally, we discuss open challenges in reconfigurable optical networks that might be

solved with next-generation hardware.

2.2.1 Wavelength Selective Switching. In contrast to packet-switched

networks, optically circuit-switched systems operate at a more coarse granularity.

The transmission of information over a circuit requires an end-to-end path for the

communicating parties. Although packet switching has generally prevailed in today’s

Internet, recent research has revitalized the prospect of circuit switching for data

centers and wide-area networks by illuminating areas in which flexible bandwidth

benefits outweigh the start-up cost of circuit building.

Technological advancements for optical hardware, primarily driven by physics and

electrical engineering research, have been instrumental in making circuit-switched

networks a viable model for data center networks. Among these technologies are low-

cost/low-loss hardware architectures. Here we give a brief overview of technological

advancements in this domain that have had the most significant impact on networked

systems.

Kachris et al. [144] have an in-depth look at optical switching architectures in

data centers from 2012. In their survey, they primarily look at competing data center

architectures and switch models. In this section, we choose to focus instead on those

architectures’ physical manifestations (i.e.the base components that make them up).

Furthermore, exciting new developments have occurred since then, which we highlight

in this section.

Polymer waveguides are a low-cost architecture for optical circuit switches.

These have been fabricated and studied in depth over the last 20 years, including

work by Taboada et al. [265] in 1999, Yeniay et al. [309] in 2004, and Felipe et al.

[69] in 2018. Early implementations such as Taboada et al. [265] showed fabrication
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techniques for simple polymer waveguide taps. Multiple waveguide taps can be

combined to form an Array Waveguide Grating (AWG), and the signals traversing

the AWGs can then be blocked or unblocked to create an optical circuit switch. A

major inhibitor of the polymer waveguide architecture was signal-loss, which was

as high as 0.2 dB/cm until Yeniay et al. [309] discovered an improvement on the

state-of-the-art with ultra low-loss waveguides in 2004. Their waveguides, made with

fluorocarbons, have 4× less loss (0.05 dB/cm) than the next best waveguides at the

time, made from hydrocarbons. Felipe et al. [69] demonstrate the effectiveness of

a polymer waveguide-based switching architecture for reconfiguring groups of optical

flows of up to 1 Tbps, proving that that AWG is a viable and competitive switching

architecture for data centers. More recently, in 2020, AWGs were demonstrated

to work in conjunction with sub-nanosecond tunable transmitters to create flat

topologies, significantly reducing power consumption for data center networks due to

the passive—no power required—nature AWGs [62]. Switching speeds below 820 ps

have been demonstrated using a 1× 60 AWG and tunable laser [168]. AWGs with as

many as 512 ports have been demonstrated [55].

Microelectromechanical Systems (MEMS), introduced by Toshiyoshi et al.

[275] in 1996, offered a lower-loss and more flexible alternative to polymer waveguide

systems of the day. MEMS devices are made up of small mirrors, which can be

triggered between states (i.e.on and off ). Therefore, in a MEMS system light is

reflected rather than guided (as in the polymer waveguide systems). This distinction

between reflection and guiding implies generally slower switching speeds for MEMS

based systems, as the mirror must be physically turned to steer light out of the

desired switch-port. Despite this limitation, MEMS systems evolved to be competitive

with polymer waveguides in modern systems. Advances in MEMS technology have
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yielded wavelength selective switches (WSS) scalable to 32 ports with switching speeds

under 0.5 ms [278]. Data center solutions leveraging MEMS based switches include

Helios [85].

Liquid Crystal on Silicon (LCOS) was demonstrated as another viable optical

switching architecture by Baxter et al. [26] in 2006. An LCOS switch is depicted

in Figure 5. Multiplexed optical signals enter the system from a fiber array. These

signals are directed to a conventional diffraction grating where the different colors of

light are spatially separated from each signal. These colors are then projected onto a

unique position in the LCOS switching element. This element is divided into pixels

or cells, and charged with an electrical current. The voltage applied to any cell in the

switching element determines which output fiber a given channel will leave through.

From there, the signal travels back through the system and into a different fiber in

the array.

Switches based on this technology have a response time of 10 − 100 µs [293].

Recent work by Yang et al. [306] demonstrates the construction of a 12 × 12 and

1×144 port WSS based on a 1×12 LCOS architecture. Chen et al. [48] developed an

improved LCOS architecture with which they demonstrated a 16× 16 optical switch.

LCOS switches are commercially available and are recognized as a key enabler for

reconfigurable optical networks [245].

Summary. Table 1 summarizes optical switch performance metrics. Each

architecture comes with advantages under distinct circumstances. Highly scalable

data center architectures have been developed with sub-nanosecond tunable lasers

and AWGs [23, 62, 168]. MEMS have generally better scalability, lower insertion

loss, and less crosstalk over LCOS systems [320] but also demand higher precision

manufacturing to ensure that all N×M mirrors configurations are accurately aligned.
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Figure 5. Liquid crystal on silicon wavelength selective switch.

Port Scalability Switching Speed

AWG 512× 512 < 820 ps Highly scalable with unsurpassed
demonstrations for short-reach
applications with tunable lasers.

MEMS 32× 32 < 0.5 ms Higher scalability and lower
insertion loss, less crosstalk.

LCOS 16× 16 10− 100 µs Lower scalability and optical
performance, but more modular
design than MEMS.

Table 1. Summary of systems implementations of reconfigurable wide area networks

LCOS elements can also be packed more compactly into a modular unit due to the

absence of moving parts that are present in MEMS.

2.2.2 ROADMs. Reconfigurable add-drop multiplexers, or ROADMs, are

an integral component of IP-over-OTN networks. These devices have evolved over

the years to provide greater functionality and flexibility to optical transport network

operators. We briefly describe the evolution of ROADM architectures. Figure 6

shows a broadcast and select ROADM architecture. Please refer to [192] for more

information about ROADM architectures.

Colorless (C). Early ROADMs were effectively programmable wavelength

splitter-and-blockers, or broadcast-and-select devices. A wavelength splitter-and-

blocker can be placed before an IP-layer switch. If the switch is intended to add/drop a
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wavelength (i.e.transceive data on it), then the blocker prohibits light on the upstream

path and enables light on the path to the switch. These splitter-and-blocker systems

are better known as Colorless, or C-ROADMs, as the splitter-and-blocker architecture

is independent of any specific frequency of light. To receive the maximum benefit from

C-ROADMs, operators should deploy their networks with tunable transceivers as they

allow more flexibility for the end hosts when connecting to remote hosts.

Colorless, Directionless (CD). The CD-ROADMs extend the architecture of

C-ROADMs by pairing multiple C-ROADMs together in the same unit to allow for

a wave to travel in one of many directions. One shortfall of this architecture is that

the drop ports from each direction are fixed, and therefore if all of the drop ports

are used from one direction, the remaining points from other directions cannot be

used. Due to the limitation of drop ports in different directions, the CD architecture

is not contentionless.

Colorless, Directionless, Contentionless (CDC). The CDC-ROADM solves

the contention problem by providing a shared add/drop port for each direction of

the ROADM. This allows contentionless reconfiguration of the ROADM as any drop-

signal is routed to a common port regardless of the direction from which the wave

begins/terminates.

Colorless, Directionless, Contentionless w. Flexible Grid (CDC-F).

Flexi-grid, or elastic optical networks, are networks carrying optical channels with

non-uniform grid alignment. This contrasts with a fixed-grid network, where different

wavelengths are spaced with a fixed distance (e.g.50 GHz spacing). Wideband

spacing allows signals to travel farther before becoming incoherent due to chromatic

dispersion. Thus, CDC-Flex or CDC-F ROADMs enable the reconfiguration of
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wavelengths with heterogeneous grid alignments. These are most useful for wide

area networks, with combinations of sub-sea and terrestrial circuits.

Figure 6. Broadcast and Select colorful ROADM. The add/drop node, R1, has ports
for two optical channels. These channels are directed at the ROADM. The ROADM
uses a splitter to broadcast the channels onto two outbound ports, where a wavelength
blocker selects the appropriate channel for the next router.

2.2.3 Bandwidth-variable Transponders. Before we discuss bandwidth-

variable transponders, we must first take a moment to illuminate a common concept

to all physical communications systems, not only optical fiber. This concept is

modulation formats. Modulation formats determine the number of binary bits that

a signal carries in one symbol. Two parties, a sender and receiver, agree on a symbol

rate (baud), which determines a clock-speed to which the receiver is tuned when it

interprets a symbol from the sender. The simplest modulation format is on-off keying

(OOK), which transmits one bit per symbol. In OOK, the symbol is sent via a high

or low power level, as shown in Figure 7A. A higher-order modulation technique

is Quadrature Phase Shift Keying (QPSK), in which the symbol is a sinusoidal

wave whose phase-offset indicates the symbol. In QPSK, there are four phase shifts

agreed upon by the communicating parties, and therefore the system achieves two

bits per symbol, or two baud, seen in Figure 7B. A constellation diagram for QPSK

is shown in Figure 7B. As modulations become more complex, it is more useful to

visualize them in the phase plane shown by their constellation diagram. Higher-order

modulation formats are of the type, N -Quadrature Amplitude Modulation (QAM)
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techniques (Figure 7D), and these permit log2(N) bits per symbol1. In QAM, the

symbol is denoted by phase and amplitude changes. Figure 7D shows an example of

a constellation diagram for 16-QAM modulation, which offers 4 bits per symbol, or

twice the baud of QPSK.
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Figure 7. Modulation examples of on-off keying, quadrature phase shift keying
(QPSK), quadrature amplitude modulation (QAM), and constellation diagrams for
QPSK and 16-QAM.

Fiber optic communications are subject to noise. The noise level is termed Signal

to Noise Ratio (SNR), and this metric determines the highest possible modulation

format. In turn, the modulation format yields a potential capacity (Gbps) for an

optical channel. For example, in [93], the authors claim that SNR of just 6 dB is

sufficient to carry a 100 Gbps signal, while a circuit with an SNR of 13 dB can

transmit 200 Gbps.

Bandwidth Variable Transponders (BVTs) [142] have recently proven to have

significant applications for wide-area networks. These devices are programmable,

allowing for the operator to choose from two or more different modulation

formats, baud rates, and the number of subcarriers when operating an optical

circuit. For example, the same transponder may be used for high-capacity/short-

reach transmission (16-QAM or greater) or lower-capacity/longer-reach transmission

1where N is generally a power of 2
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(e.g.QPSK). Higher modulation formats offer higher data rates. They are also more

sensitive to the optical SNR, which decreases in a step-wise manner with distance,

as illustrated in Figure 8. We note that BVTs enable network operators to meet

the ever-growing demand in backbone traffic by increasing optical circuits’ spectral

efficiency.

Low spectrum utilization, or waste, can be an issue for BVT circuits. For example,

a BVT configured for a low-modulation circuit such as QPSK instead of 16-QAM has

a potential for untapped bandwidth. Sambo et al. [241] introduced an improvement

to the BVT architecture, known as Sliceable-BVT (S-BVT), which addresses this

issue. They describe an architecture that allows a transponder to propagate numerous

BVT channels simultaneously. Channels in the S-BVT architecture are sliceable in

that they can adapt to offer higher or lower modulation in any number of the given

subchannels.

M
o

d
u

la
ti

o
n

 /
 D

at
a 

R
at

e

Distance / Noise

Figure 8. Conceptualization of the trade off between modulation/data rate and
distance/noise with BVT. Noise, which can be measured with bit error rate, Q factor,
or SNR, increases with the distance covered by an optical circuit. As more noise is
accumulated over greater distance, the highest-order modulation that the circuit can
support, and thereby the data rate on that circuit, falls in a piece-wise manner.

2.2.4 Silicon Photonics. Various materials (e.g.GaAs, Si, SiGe) can be

used to make photonics hardware required for data transmission. These devices

include photodetectors, modulators, amplifiers, waveguides, and others. Silicon (Si)

is the preferred material for these devices due to its low cost. However, there are
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challenges to manufacturing these silicon devices, such as optical power loss and

free carrier absorption. Other materials, notably GaAs, have better properties

for propagating light; however, GaAs is more costly to manufacture. Despite

these challenges, research into efficient and quality transmission using silicon-based

photonic devices has boomed in the last decade. Early advances were made towards

silicon photonics (SiP) in the 80s, particularly for waveguides, which are the basis for

circuit switches and multiplexers. Today, SiP is an integral part of almost all optical

hardware, including lasers, modulators, and amplifiers.

A significant challenge for power-efficient SiP transceivers is coupling loss between

the laser source and passive waveguide on Si integrated circuit waveguides, which can

be as high as 2.3 dB, or 25% power loss [124]. Recent work by Billah et al. [32]

explores the integration of indium pihosphide (InP) lasers on chips, demonstrating a

coupling with only 0.4 dB of loss, or roughly 10%. InP appears to be a promising

compound for other SiP technology too, as evident by demonstrations of InP in-line

amplification for WSS [194]. Costs are falling for optical hardware as more efficient

and scalable manufacturing techniques are enabled by SiP [296], thus allowing network

operators to deploy newer technology into their systems at a more advanced pace as

the devices’ quality and guarantees have continued to improve. For more information

on silicon photonics, see the survey by Thomson et al. [272].

2.2.5 Summary. Hardware for reconfigurable optical networks is improving

at rapid scales, where researchers are developing more scalable optical switches with

faster response times year after year. These WSS architectures are quickly

being integrated with ROADMs to offer CDC-F flexibility for networks. Meanwhile,

improvements to transponder technology are also paving the way for reconfigurable

optics at network endpoints. In particular, S-BVTs offer dramatic CAPEX savings
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as one transponder can deliver multiple modulated signals in parallel. These

improvements are accelerated by silicon photonics, bringing CMOS manufacturing

to optical hardware and greatly reducing the cost to deploy optical switches and

upgraded transponders in networks.
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CHAPTER III

RELATED WORK

This chapter contains previously published coauthored material from [214] and

coauthored by Klaus-Tycho Foerster, Stefan Schmid, and Ramakrishnan Durairajan.

Klaus-Tycho Foerster and Stefan Schmid helped with the classification of related works

particularly for reconfigurable data center networks. The dissertation author primarily

classified related works for reconfigurable wide-area networks. The coauthors assisted

with editing.

3.1 Introduction

In this chapter, we present an end-to-end perspective on reconfigurable optical

networks by (a) emphasizing the interdependence of optical technologies with

algorithms and systems and (b) identifying the open challenges and future work at

the intersection of optics, theory, algorithms, and systems communities. Our survey

is tutorial in nature and focuses on concepts rather than exhaustive related work,

concentrating on selected articles. Hence, our paper targets students, researchers,

experts, and decision-makers in the networking industry who would like to obtain

an overview of the critical concepts and state-of-the-art results in reconfigurable

optical networks. We start with an overview of the enabling optical hardware

technologies. We explore where data center and WAN systems have integrated this

hardware. We review cost models, discuss the novel algorithmic challenges and

solutions in the literature, and elaborate on systems and implementation aspects.

We also identify the major open issues which require further exploration and research

to design the next generation reconfigurable optical networks.
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3.2 Optically Reconfigurable Data Centers

In this section, we illuminate efforts to improve DCNs with reconfigurable optics.

Related surveys on this subject include Foerster et al. [100] and Lu et al. [183]. We

divide the state of reconfigurable optical DCNs into technology, cost modeling, and

algorithms. In technology, we supplement the discussion from § 2.2 with hardware

capabilities that currently exist only for DCNs. Such features include free-space

optics and sub-second switching. Next, we highlight cost modeling research, whose

goal is to derive formal estimates or guarantees on the benefit of reconfigurable

optical networks over static topologies for DCNs. Finally, we survey the relevant

algorithms for managing and optimizing reconfigurable optical networks in the data

center. Many of these algorithms focus on the interdependencies between optical path

set-up and routing and optimize them across layers. Notwithstanding, there is also

work that optimizes the physical layer simultaneously as well, respectively focuses on

the interplay between software defined networking (SDN) and the physical layer, as

illustrated in Figure 9. We discuss these examples in more detail and also survey

further related work across the next subsections.

A key challenge for data centers is to optimize the utilization of the data center

network (DCN). In a DCN, many different services are running and competing for

shared bandwidth. Communication patterns between top-of-rack (ToR) switches

vary with the underlying applications that are running (e.g.map-reduce, video stream

processing, physics simulations, etc.). Thus, as future applications and user’s needs

change, it is challenging to predict where bandwidth will be needed.

Static and reconfigurable network solutions have been posed by research and

industry to address this challenge. There is an assumption that the connectivity

graph of the network cannot change in static network solutions. These solutions also
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Figure 9. Solving the challenges involved in reconfigurable optics for data center
networks requires bridging the gap between different technologies and goals for
different layers of the network protocol stack.

assume fixed capacity (or bandwidth) on links. In reconfigurable network solutions,

by contrast, these assumptions regarding connectivity and bandwidth are relaxed.

Servers and switches (collectively referred to as nodes) may connect some subset of

the other nodes in the network, and the nodes to which they are adjacent may change

over time. Further, the bandwidth of a connection may also change over time.

Under the assumption of a static physical topology, different network architectures

and best practices have been established. Some of these architectures include Clos,

fat-tree, and torus topologies. Best practices include (over-)provisioning all links

such that the expected utilization is a small fraction of the total bandwidth for all

connections. These solutions can incur high cabling costs and are inefficient.

Reconfigurable network solutions circumvent the limitations of the static network

solutions by reducing cabling costs or reducing the need to over-provision links. The

flexibility of light primarily empowers these reconfigurable solutions. Some of these

flexibilities include the steering of light (e.g.with MEMs or polymer waveguides)
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and the high capacity of fiber-optics as a medium (e.g.dense wavelength division

multiplexing, or DWDM, enables transmitting O(Tb/s) on a single fiber).

3.2.1 DCN-specific Technologies. Innovations in reconfigurable optical

networks are enabled by hardware’s evolution, as discussed in Section § 2.1. There is

a subset of innovations that are well-suited for data centers only. These are free-space

optics and sub-second switching. Although we have separated these below, there may

be overlaps between free-space optics and sub-second switching systems as well.

Free-space Optics. In free-space optics systems, light propagates through the

air from one transceiver to another. Free-space optics enables operators to reduce

their network’s complexity (a function of cabling cost). These closed environments

and their highly variable nature of intra-data center traffic make such solutions

appealing; we refer to the overview by Hamza et al. [121] for further application

scenarios. Recent works such as Firefly [19] have demonstrated that free space

optics are capable of reducing latency for time-sensitive applications by routing

high-volume/low-priority traffic over the wireless optical network while persistently

serving low-volume/high-priority traffic on a packet-switched network. High fan-out

(1-to-thousands) for free-space optics is enabled with DMDs, or Dense Micro-mirror

Devices, as shown by ProjecToR [109]. The DMDs are placed near Top-of-Rack (ToR)

switches and pair with disco-balls, fixed to the ceiling above the racks. The DMD is

programmed to target a specific mirror on the disco-ball, guiding the light to another

ToR in the data center. Figure 10 illustrates the main properties of the free space

optics deployment proposed in [109]. The deployment and operation of a free-space

optics data center are fraught with unique challenges, e.g.geometrical placement as

investigated in 2D in OWCell [122] and in 3D in Diamond [66], but also particularly for

keeping the air clear between transceivers and DMDs. Any particulate matter that the
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Figure 10. Free-space optics switching architecture for data centers [109]

light comes into contact with can severely degrade performance and cause link failures

should they persist. This phenomenon is known as atmospheric attenuation [34].

Another aspect is misalignment due to, e.g.vibrations, requiring active alignment

systems [276] respectively a tradeoff between beamwidth and received power density,

depending on the distance covered [19]. In summary, even though free-space optics is

an attractive alternative for many scenarios [121], and can be seen as “fiber without the

fiber” [276], these technologies “are not used in commercial data centers yet” [271],

and hence the main challenge is working towards their practical deployment. We refer

to two recent specialized surveys for more details [120,271].

Sub-second Switching. In data centers, distances are short between hosts,

and therefore they do not lose their strength to such a degree that mid-line devices

such as amplifiers are necessary. Therefore, applications can benefit from all of the

agility of optical layer devices without accounting for physical-layer impairments,

which can slow down reconfiguration times in wide-area networks. Research has

shown that micro-second switching of application traffic is possible in data center

environments [83, 84, 234]. The ability to conduct circuit switching at microsecond

timescales has illuminated further intrigue, particularly for transport protocols
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running on top of these networks. In c-Through [288], the authors observed that

throughput for TCP applications dropped when their traffic migrated to the optical

network. They showed how to mitigate this by increasing the queue size for optical

circuit switches and adjusting the host behaviors. Mukerjee et al. [207] augmented

their solution by expanding TCP for reconfigurable data center networks. Another

method to deal with rapid reconfiguration times at a micro-second level is using traffic

matrix scheduling, as we will further elaborate in Section § 3.2.3.

However already e.g. Alistarh et al. [6] showcased the possibility of switching

in the order of nano-seconds in a thousand port 25 Gbps+ optical switch

design. Notwithstanding, a challenging question is how to make use of such fast

reconfiguration times, when accounting for computation and routing update delays.

Mellette et al. follow an intriguing design choice with their rotor switches [199], by

creating demand-oblivious connections that change in the order of micro-seconds, in

turn pre-configuring the routing in RotorNet [198] and Opera [197]. Project Sirius

expands such ideas to the sub-nano-second level [62, 168], resulting in a demand-

oblivious design that can perform end-to-end reconfigurations in less than 4 nano-

seconds at 50 Gbps [23]. We further discuss these strategies in Section § 3.2.3.

Summary. Unlike in the WAN, data center technologies allow extremely fast

switching times and high fan-out across the whole network, the latter in particular

in the case of free-space optics. Hence especially the algorithmic design ideas

allow substantially more flexibility and often differ fundamentally, as we will see

in Section § 3.2.3.

3.2.2 Cost Modeling. Momentum has been building for data centers to

move to optically switched and electrical/optical hybrid networks. However, there is

a general reluctance to walk away from the old paradigm of a packet-switched-only
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network (PSO) due to the additional complexity of optical circuit switching (e.g.the

control plane management of optical circuits with shifting demand, and the variety

of optical switching architectures available). Further, without a quantitative measure

of value-added by optical switching over PSO, DCN operators are understandably

reluctant to spend capital on an unvetted system. A discussion on the cost differences

between optically and electrically switched data center networks can be found in the

work of Kassing et al. [150], with an analysis for non-wired topologies in the works

of Shin et al. [249] and Terzi and Korpeoglu [271].

To address the concerns surrounding complexity and value while raising awareness

for the necessity of optically switched interconnects, researchers have constructed

cost models to demonstrate the benefit of optical switching and hybrid architectures.

Wang et al. [287] developed one such model. They conducted intra-DC traffic

measurements, which consisted of mixed workloads (e.g.Map-Reduce, MPI, and

scientific applications). They then played the traces back in simulation, assuming

that three optical circuits could be created and reconfigured between racks every 30

seconds. Their data center with seven racks showed that rack-to-rack traffic could be

reduced by 50% with circuit switching.

The following sections present more cost modeling work in the context of

algorithmic simulations and systems implementations.

3.2.3 Algorithms. The capability of optical circuit switching for data center

networks comes with the need to define new algorithms for optimizing utilization,

bandwidth, fairness, latency, or any other metric of interest. Research has presented

many different approaches for optimizing the metric relevant to the network operator

in static networks. Traffic Engineering (TE) generally refers to the determination

of paths for flows through the network, and the proportion of bandwidth levied for
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any particular flow. If the data center has a static network topology (e.g.fat-tree),

then TE is simple enough that switches can conclude how to route flows. However,

introducing reconfigurable paths complicates the process of TE significantly: network

elements (e.g.switches) must now also determine with whom and when to establish

optical paths, and when to change them.

Overview. The current algorithmic ideas to establish such optical paths can be

classified into roughly five different areas, which we will discuss next. Due to the

inherent hardware constraints (forming circuits), all of them rely on 1) matchings,

where on its own the main idea is to maximize matching’s weight, e.g.representing

throughput, latency, etc. However maximum matchings can be slow to compute, and

hence there has been interest in 2) demand-oblivious approaches, cycling through

different network designs, 3) traffic matrix scheduling, to batch-compute a whole

set of matchings ahead of time, and also leveraging the speed-up of 4) machine

learning algorithms. Lastly, another way of quickly reacting to demand changes is

by borrowing ideas from 5) self-adjusting data structures, in particular adapting the

aspect of purely local circuit changes.

Matchings can be computed quickly [76] and often provide a good approximation,

especially in settings where the goal is to maximize single-hop throughput along

with reconfigurable links. Matching algorithms hence frequently form the basis of

reconfigurable optical networks, e.g. Helios [85], c-Through [288] and [68] rely on

maximum matching algorithms. If there exist multiple reconfigurable links (say b

many), it can be useful to directly work with a generalization of matching called b-

matching [208]: b-matchings are for example used in Proteus [255] and its extension

OSA [50], as well as in BMA [31] which relies on an online b-matching algorithm; BMA

also establishes a connection to online (link) caching problems. In some scenarios,
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for example, when minimizing the average weighted path length under segregated

routing, maximum b-matching algorithms even provide optimal results [97, 99]. This

however is not always true, e.g.when considering non-segregated routing policies [97,

99], which require heuristics [19, §5.1], [88].

Oblivious Approaches. Matchings also play a role in reconfigurable networks

which do not account for the traffic they serve, i.e.in demand-oblivious networks. The

prime example here is RotorNet [198] which relies on a small set of matchings through

which the network cycles endlessly: since these reconfigurations are “dumb”, they are

fast (compared to demand-aware networks) and provide frequent and periodic direct

connections between nodes, which can significantly reduce infrastructure cost (also

known as “bandwidth tax”) compared to multihop routing, see also Teh et al. [267].

In case of uniform (delay-tolerant) traffic, such single-hop forwarding can saturate

the network’s bisection bandwidth [198]; for skewed traffic matrices, it can be useful

to employ Valiant load balancing [285] to avoid underutilized direct connections, an

idea recently also leveraged in Sirius [23] via Chang et al. [45]. Opera [197] extends

RotorNet [198] by maintaining expander graphs in its periodic reconfigurations. Even

though the reconfiguration scheduling of Opera is deterministic and oblivious, the

precomputation of the topology layouts in their current form is still randomized.

Expander graphs (and their variants, such as random graphs [254]) are generally

considered very powerful in data center contexts. An example of a demand-aware

expander topology was proposed in Tale of Two Topologies [300], where the topology

locally converts between Clos and random graphs.

Traffic Matrix Scheduling. Another general algorithmic approach is known

as traffic matrix scheduling : the algorithmic optimizations are performed based on a

snapshot of the demand, i.e.based on a traffic matrix. For example, Mordia [234] is
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based on an algorithm that reconfigures the network multiple times for a single (traffic

demand) snapshot. To this end, the traffic demand matrix is scaled into a bandwidth

allocation matrix, which represents the fraction of bandwidth every possible matching

edge should be allocated in an ideal schedule. Next, the allocation matrix is

decomposed into a schedule, employing a computationally efficient [112] Birkhoff-

von-Neumann decomposition, resulting in O(n2) reconfigurations and durations. This

technique also applies to scheduling in hybrid data center networks which combine

optical components with electrical ones, see e.g.the heuristic used by Solstice [177].

Eclipse [286] uses traffic matrix scheduling to achieve a (1− 1/e(1−ε))-approximation

for throughput in the hybrid switch architecture with reconfiguration delay, but only

for direct routing along with single-hop reconfigurable connections. Recently Gupta et

al. [119] expanded similar approximation guarantees to multi-hop reconfigurable

connections, for an objective function closely related to throughput.

While Eclipse is an offline algorithm, Schwartz et al. [243] presented online greedy

algorithms for this problem, achieving a provable competitive ratio over time; both

algorithms allow to account for reconfiguration costs. Another example of traffic

matrix scheduling is DANs [11, 12, 13, 16] (short for demand-aware networks, which

are optimized toward a given snapshot of the demand). DANs rely on concepts

of demand-optimized data structures (such as biased binary search trees) and coding

(such as Huffman coding) and typically aim to minimize the expected path length [11,

12,13,16], or congestion [13]. In general, the problem features intriguing connections

to the scheduling literature, e.g., the work by Anand et al. [8], and more recently,

Dinitz et al. [71] and Kulkarni et al. [162]; the latter two works however are not

based on matchings or bipartite graphs. In Dinitz et al. [71], the demands are the

edges of a general graph, and a vertex cover can be communicated in each round.
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Each node can only send a certain number of packets in one round. The approach by

Kulkarni et al. [162] considers a model where communication requests arrive online

over time and uses an analysis based on on LP relaxation and dual fitting.

Self-Adjusting Datastructures. A potential drawback of traffic matrix

scheduling algorithms is that without countermeasures, the optimal topology may

change significantly from one traffic matrix snapshot to the next, even though the

matrix is similar. There is a series of algorithms for reconfigurable networks that

account for reconfiguration costs, by making a connection to self-adjusting data

structures (such as splay trees) and coding (such as dynamic Huffman coding)

[10, 14, 15, 16, 17, 232, 233, 242]. These networks react quickly and locally to new

communication requests, aiming to strike an optimal trade-off between the benefits

of reconfigurations (e.g.shorter routes) and their costs (e.g.reconfiguration latency,

energy, packet reorderings, etc.).

To be more specific, the idea of the self-adjusting data structure based

algorithms is to organize the communication partners (i.e.the destinations) of a given

communication source in either a static binary search or Huffman tree (if the demand

is known), or in a dynamic tree (if the demand is not known or if the distribution

changes over time). The tree optimized for a single source is sometimes called the ego-

tree, and the approach relies on combining these ego-trees of the different sources into

a network while keeping the resulting node degree constant and preserving distances

(i.e.low distortion). The demand-aware topology resulting from taking the union

of these ego-trees may also be complemented with a demand-oblivious topology,

e.g., to serve low-latency flows or control traffic; see the ReNet architecture for an

example [17].
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Machine Learning. Another natural approach to devise algorithms for

reconfigurable optical networks is to use machine learning. To just give two examples,

xWeaver [292] and DeepConf [240] use neural networks to provide traffic-driven

topology adaptation. Another approach is taken by Kalmbach et al. [145], who

aim to strike a balance between topology optimization and “keeping flexibilities”,

leveraging self-driving networks. Finally, Truong-Huu et al. [277] proposed an

algorithm that uses a probabilistic, Markov-chain based model to rank ToR nodes

in data centers as candidates for light-path creation.

Accounting for Additional Aspects. Last but not least, several algorithms

account for additional and practical aspects. In the context of shared mediums

(e.g.non-beamformed wireless broadcast, fiber1 (rings)), contention and interference

of signals can be avoided by using different channels and wavelengths. The algorithmic

challenge is then to find (optimal) edge-colorings on multi-graphs, an NP-hard

problem for which fast heuristics exist [201]. However, on specialized topologies,

optimal solutions can be found in polynomial time, e.g.in WaveCube [51]. Shared

mediums also have the benefit that it is easier to distribute data in a one-to-many

setting [290]. For example, on fiber rings, all nodes on the ring can intercept the

signal [52, §3.1]. One-to-many paradigms2 such as multicast can also be implemented

in other technologies, using e.g.optical splitters for optical circuit switches or half-

reflection mirrors for free-space optics [25, 186,262,263,299].

3.2.4 Systems Implementations. There have been many demonstrations

of systems for reconfigurable optics in data centers. Many of the papers that we

discuss in Section 3.2.3 are fully operational systems. Another notable research

1In the context of data center proposals, shared fiber is the more popular medium, e.g.in [50,52,
234].

2Conceptually similar challenges arise for coflows [132,291].
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development that does not fit into algorithms is the work by Mukerjee et al.

[207]. They describe amendments to the TCP protocol to increase the efficiency of

reconfigurable data center networks. These amendments include dynamic buffer re-

sizing for switches and sharing explicit network feedback with hosts. Moreover, Yang

et al. [307] showcase an interesting cross-layer aspect where the physical layer itself

is controlled by SDN, in the sense that they allow for transceiver tuning in real-time.

Their main contributions relate to new SDN control modules and interfaces, being

orthogonal to (scheduling) algorithms. Much of the other work on reconfigurable

DCNs are summarized in Table 2. Finally, recent publications by Google [178, 235]

have disclosed that they have been using reconfigurable optics in their data centers

as far back as 2013.

We see two main conceptual differences in current reconfigurable data center

network designs, namely concerning 1) the demand-aware or -oblivious circuit

control plane and the 2) all-optical or hybrid fabric. Sirius [23], Opera [197], and

RotorNet [198] all propose a demand-oblivious optical layer, in essence rotating

through a set of topologies, letting the higher layers take advantage of the changing

optical connections. To this end, there is no computational delay, but on the

other hand, specifically skewed demands can suffer from performance degradation.

Demand-aware control planes can adapt to any demands but need careful tuning

to avoid scaling and prediction issues, which then again can be inferior to demand-

oblivious network designs, depending on the scenario. Notwithstanding, the three

listed demand-oblivious designs currently rely on specialized and experimental

hardware. Regarding the choice of fabric, hybrid designs are highly beneficial for

small and short-lived flows, and hence a combination of packet and circuit switching,

such as in RotorNet [198] or Eclipse [286], can combine the best of both worlds.
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Fabric Demand-
Aware

Novelty

Helios [85] Hybrid ✓ First hybrid system using WDM for busty
low-latency traffic

c-Through [288] Hybrid ✓ Enlarged buffers for optical ports increases
utilization

ProjecToR [109] Hybrid/FSO ✓ Introduces DMDs for free-space switching
thus enabling a fan-out potential to
thousands of nodes

Proteus [255] All-optical ✓ Design of an all-optical and reconfigurable
DCN.

OSA [50] All-optical ✓ Demonstrates greater reconfiguration
flexibility and bisection bandwidth than
hybrid architectures

RotorNet [198] Hybrid × An all-optical demand-oblivious DCN
architecture for simplified network
management

Opera [197] All-optical × Extends Rotornet to include expander graphs
rotations

Flat-tree [300] Hybrid ✓ A hybrid of random graphs and Clos
topologies brings reconfigurable optics closer
to existing DCNs.

Solstice [177] Hybrid ✓ Exploits sparse traffic patterns in DCNs
to achieve fast scheduling of reconfigurable
networks.

Eclipse [286] Hybrid ✓ Outperforms Solstice by applying sub-
modular optimization theory to hybrid
network scheduling.

xWeaver [292] Hybrid ✓ Trains neural networks to construct
performant topologies based on training
data from historic traffic traces.

DeepConf [240] Hybrid ✓ Presents a generic model for constructing
learning systems of dynamic optical networks

WaveCube [51] Hybrid ✓ A modular network architecture for
supporting diverse traffic patterns.

Sirius [23] All-optical × Achieves nanosecond-granularity
reconfiguration for thousands of nodes

Table 2. Summary of systems implementations of reconfigurable data center networks

Notwithstanding, provisioning for both types of networks leads to overheads in terms

of cost and cross-fabric efficiency, and thus are not a silver bullet solution. An

intriguing design in this context is Opera [197], as it always provisions a small
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diameter network with optical links, emulating classic DCN properties inside their

circuit choices. However, as mentioned above, this design choice comes with the price

of demand-obliviousness, and it would be interesting to see how other all-optical

demand-aware systems, such as e.g.OSA [50], can implement such properties as well

3.2.5 Summary. There is a wide range of data center specific technology

and algorithmic ideas that enable efficient circuit switching in data center networks,

with newer developments focusing on leveraging the benefits of faster circuit

reconfigurations. In contrast, there has also been some recent work [269] that discusses

the idea of robust topology engineering, e.g.adapting the circuits only every few

minutes or even days [268]. Notwithstanding, scaling current system designs can

be problematic, in particular, due to the speed of the control plane and fan-out

restrictions. Whereas one solution for the latter is free-space optics, those still face

significant practical deployment issues in data center contexts. On the other hand,

demand-oblivious system designs inherently overcome such control plane delays, but

cannot adapt well to skewed demands. In their current form, they are not available as

off-the-shelf hardware. Designing scalable demand-aware reconfigurable data centers

is hence one of the main next challenges.

3.3 Reconfigurable Optical Metro and Wide-area Networks

In this section, we survey recent research in reconfigurable optics in metropolitan

(metro) and wide-area networks (WAN). Reconfigurable optics refers to dynamism

in the physical-layer technology that enables high-speed and high-throughput WAN

communications, fiber optics. We divide reconfigurable optical innovations into two

sub-categories, rate-adaptive transceivers, and dynamic optical paths. Rate adaptive

transceivers, or bandwidth-variable transceivers (introduced in section 2.2.3) are

optical transceivers that can change their modulation format to adapt to physical
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layer impairments such as span-loss and noise. Dynamic optical paths refer to the

ability to steer light, thus allowing the edges of the network graph to change (e.g.to

avoid a link that has failed).

Many groups have studied the programmability and autonomy of optical networks.

Gringeri et al. [115] wrote a concise and illuminating introduction to the topic.

In it, the authors propose extending Software Defined Network (SDN) principles

to optical transport networks. They highlight challenges, such as reconfiguration

latency in long-haul networks, and provide a trade-off characterization of distributed

vs. centralized control for an optical SDN system. They claim that a tiered hierarchy

of control for a multi-regional network (e.g., segregated optical and network control

loops) will offer the best quality solution. Further, they argue that centralized control

should work best to optimize competing demands across the network, but that the

controller’s latency will be too slow to react to network events, e.g.link outages

quickly. Therefore, the network devices should keep some functionality in their control

plane to respond to link failures in a decentralized manner, e.g.reallocating the lost

wavelengths by negotiating an alternative path between the endpoints.

The question of centralized vs. distributed network control is just one example

of the many interesting questions that arise when considering reconfigurable optical

networks for metro and wide areas. This space is unique because many of the solutions

here require understanding and sharing of information across layers of the network

stack. For example, figure 11 illustrates interdependence between the objectives for

communication across different layers of the stack; these features include algorithms,

enabling technologies. We highlight several canonical examples of systems that exist

in those domains and across different layers. In this section, we will explore these

examples more deeply along with other related efforts.
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Reconfigurable Metro & Wide-area Networks
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Figure 11. To deploy and operate reconfigurable optical networks in metro and wide-
area networks require expertise spanning the bottom three layers of the network
stack, including algorithms and enabling technology. We highlight several canonical
examples of systems that exist in this space and explore other related works along
with these systems more deeply in this section.

3.3.1 Metro/WAN-Specific Challenges and Solutions. There are

many reasons for the prevalence of optical fiber as the de-facto leader for long-distance

communications. First, it has incredible reach compared to copper—optical signals

can propagate 80 to 100 km before being amplified. Second, it has an incredibly high

bandwidth compared to the radio spectrum. Third, optical fiber itself has proved to

be a robust medium over decades, as improvements to the transponders at the ends

of the fiber have enabled operators to gain better value out of the same fiber year

after year.

To design a WAN, the network architect must solve several difficult challenges,

such as estimating the demand on the network now and into the future, optimal

placement of routers and quantity of ports on those routers within the network, and

optimal placement of amplifiers in the network.

Many design challenges solve more easily in a static WAN, where optical channels

are initialized once and maintained for the network’s life. For example, amplifiers
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carrying the channel must have their gain set in such a way that the signal is

transmitted while maximizing the signal-to-noise ratio (SNR). This calculation can

take minutes or hours depending on the network’s characteristics (e.g.the number of

indeterminate hosts and the number of distinct channels on shared amplifiers).

Dynamic optical networks must rapidly address these challenges (in sub-second

time frames) to achieve the highest possible utilization, posing a significant challenge.

For example, it requires multiple orders of magnitude increases in the provisioning

time for optical circuits beyond what is typically offered by hardware vendors.

Therefore, several research efforts have explored ways to automate WAN network

elements’ configuration concerning physical layer impairments in a robust and time-

efficient manner.

Chromatic Dispersion. DWDM makes efficient use of optical fiber by putting

as many distinct optical channels, each identified by a frequency (or lambda λ) onto

the shared fiber. Each of these lambdas travels at a different speed relative to the

speed of light. Therefore, two bits of information transmitted simultaneously via

two different lambdas will arrive at the destination at two different times. Further,

chromatic dispersion is also responsible for pulse-broadening, which reduces channel

spacing between WDM channels and can cause FEC errors. Therefore, DWDM

systems must handle this physical impairment.

Amplified Spontaneous Emission (ASE) Noise. A significant limitation

of circuit switching is the latency of establishing the circuit due to ASE noise

constraints [58]. Although SDN principles can apply to ROADMs and WSSs (to

automate the control plan of these devices), physical layer properties, such as Noise

Figure (NF) and Gain Flatness (GF) complicate the picture. When adding or

removing optical channels to or from a long-haul span of fiber, traversing multiple
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amplifiers, the amplifiers on that path must adjust their gain settings to accommodate

the new set of channels. To this end, researchers have worked to address the challenge

of dynamically configuring amplifiers. Oliveira et al. [224] demonstrated how to

control gain on EDFAs using GMPLS. They evaluated their solution on heterogeneous

optical connections (10, 100, 200, and 400 Gbps) and modulations (OOK, QPSK,

and 16-QAM). They used attenuators to disturb connections and allow their GMPLS

control loop to adjust the amplifier’s gains. They show that their control loop helps

amplifiers to adjust while transmitting bits with BER below the FEC threshold for

up to 6 dB of added attenuation.

Moura et al. [205] present a machine learning approach for configuring amplifier

gain on optical circuits. Their approach uses case-based reasoning (CBR) as a

foundation. The intuition behind CBR is that the gain setting for a set of circuits

will be similar if similar circuits are present on a shared fiber. They present a genetic

algorithm for configuring amplifiers based on their case-based reasoning assumption.

They show that their methodology is suitable for configuring multiple amplifiers on a

span with multiple optical channels. In a follow-up study, they present FAcCBR [206],

an optimization of their genetic algorithm, which yields gain recommendations more

quickly by limiting the number of data-points recorded by their algorithm.

Synchronization. Managing a WAN requires coordinating services (e.g.end-to-

end connections) among diverse sets of hardware appliances (transponders, amplifiers,

routers), logically and consistently. The Internet Engineering Task Force (IETF)

has defined protocols and standards for configuring WAN networks. As the needs

and capabilities of networks have evolved, so have the protocols. Over the years,

new protocols have been defined to bring more control and automation to the

network operator’s domain. These protocols are Simple Network Management
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Protocol (SNMP) [87] and Network Configuration Protocol (NETCONF) [79].

Additionally, network operators and hardware vendors have been working to define

a set of generalized data models and configuration practices for automating WAN

networks under the name OpenConfig [226]. Although OpenConfig is not currently

standardized with the IETF, it is deployed and has demonstrated its value in several

unique settings.

In addition to the standardized and proposed protocols for general-purpose WAN

(re)configuration, there has been a push by various independent research groups to

design and test protocols specifically for reserving and allocating optical channels in

WAN networks.

One protocol was developed in conjunction with the CORONET [171] program,

whose body of research has led to several other developments in reconfigurable optical

WANs. The proposal, by Skoog et al. [256], describes a three-way handshake (3WHS)

for reserving and establishing optical paths in single and multi-domain networks. In

the 3WHS, messages are exchanged over an optical supervisory channel (OSC)—an

out-of-band connection between devices isolated from user traffic. The transaction

is initiated by one Optical Cross-Connect (OXCA) and directed at a remote OXC,

OXCZ . At each hop along the way, the intermediate nodes append the available

channels to the message. Then, OXCZ chooses a channel via the first-fit strategy [315]

and sends a message to OXCA describing the chosen channel. Finally, OXCA activates

the chosen channel and beings sending data over it to OXCZ . This protocol is claimed

to meet the CORONET project standard for a setup time of 50 ms + RTT between

nodes. Bit arrays are used to communicate the various potential channels between

nodes and are processed in hardware. The blocking probability is 10−3 if there is one
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channel reserved between any two OXC elements so long as there are at least 28 total

channels possible between OXCs [256].

3.3.2 Cost Modeling. Fiber infrastructure for wide-area networks is

incredibly costly. Provisioning of fiber in the ground requires legal permitting

processes through various governing bodies. As the length of the span grows beyond

metropolitan areas, to connect cities or continents, the number of governing bodies

with whom to acquire the legal rights to lay the fiber grows [74]. Then, keeping

the fiber lit also incurs high cost; power requirements are a vital consideration for

wide-area network provisioning [130]. Therefore, reliable cost models are necessary

for deploying and managing wide-area networks. In this section, we look at cost

modeling efforts particularly suited for reconfigurable optical networks.

An early study on the cost comparison of IP/WDM vs IP/OTN networks (in

particular: European backbone networks) was conducted by Tsirilakis et al. in [281].

The IP/WDM network consists of core routers connected directly over point-to-point

WDM links in their study. In contrast, the IP/OTN network connects the core routers

through a reconfigurable optical backbone consisting of electro-optical cross-connects

(OXCs) interconnected in a mesh WDM network.

Capacity planning is a core responsibility of a network operator in which they

assess the needs of a backbone network based on the projected growth of network

usage. Gerstel et al. [106] relates the capacity planning process in detail, which

includes finding links that require more transponders and finding shared-risk-link-

groups that need to be broken-up, among other things. They note that in this process,

the IP and Optical network topologies are historically optimized separately. They

propose an improvement to the process via multi-layer optimization, considering the

connection between IP and optical layers. They save 40 to 60% of the required
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transponders in the network with this multi-layer approach. The networks they looked

at were Deutsche Telekom [117] and Telefonica Spain core networks. These authors’

work provides a strong motivation for jointly optimizing IP and Optical network layers

and sharing of information between the two.

Papanikolaou et. at. [229] propose a cost model for joint multi-layer planning for

optical networks. Their paper presents three network planning solutions; dual-plane

network design, failure-driven network design, and integrated multi-layer survivable

network design. They show that dual-plane and failure-driven designs over-provision

the IP layer, leaving resources on the table that are only used if link failures occur.

They show that integrated multi-layer survivable network design enables a significant

reduction in CapEx and that the cost savings increases beyond dual plane and failure

driven designs.

Cost models for evaluating C-ROADM vs. CDC-ROADM network architectures

are described by Kozdrowski et al. [159]. They show that for three regional

optical networks (Germany, Poland, USA), CDC-ROADM based networks can offer

2 to 3× more aggregate capacity over C-ROADM based networks. They evaluate

their model with uniform traffic matrices (TMs) and apply various scalar multipliers

to the TM. Their model accounts for many optical hardware related constraints,

including the number of available wavelengths and cost factors associated with

manual-(re)configuration of C-ROADM elements. However, their model does not

include an optical-reach constraint. They limit solver computation time to 20 hours

and present the best feasible solution determined in that amount of time.

Service velocity refers to the speed with which operators may grow their network as

demand for capacity grows. Woodward et al. [297] tackles the problem of increasing

service velocity for WANs. In this context, they assume a network of colorless non-
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directional ROADMS (CN-ROADMs)3, in which any incoming wavelength can be

routed on any outgoing fiber. They claim that one of the largest impedances for

network growth in these networks is the availability of regenerators. To solve this

problem, they present three algorithms for determining regenerators’ placement in

a network as service demand grows. The algorithms are: locally aware, neighbor

aware, and globally aware. Each algorithm essentially considers a broader scope of

the network, which a node uses to determine if an additional regenerator is needed

at the site at a particular time. They show, via Monte Carlo simulations, varying

optical reach and traffic matrices. The broadest scope algorithm performs the best

and allocates enough regenerators at the relevant sites without over-provisioning.

This work shows that service velocity is improved with demand forecasting, enabling

infrastructure to be placed to meet those projected demands.

Programmable and elastic optical networks can also work together with Network

Function Virtualization (NFV) to offer lower-cost service-chaining to users. Optimal

strategies have been demonstrated, with heuristic algorithms, to quickly find near-

optimal solutions for users and service brokers by Chen et al. [54]. In their work,

they take a game-theoretic approach to modeling the competition among service

brokers—who compete to offer the lowest cost optical routes and service chains, and

between users—who compete to find the lowest cost and highest utility service chains

among the brokers. They demonstrate both parties’ strategies, which converge on

low-latency service chain solutions with low blocking probability for optical paths.

Modeling opportunity cost of optically switched paths is explored by Zhang et al.

[319]. In their work, they present an algorithm for quickly evaluating the opportunity

cost of a wavelength-switched path. Given a request and a set of future requests,

3CN-ROADMs are also called CD-ROADMs in other papers. These both refer to the same
ROADM architecture.
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the opportunity cost for accommodating the initial request is the number of future

requests blocked as a result of the accommodation. Thus, the network operator’s

goal is to minimize opportunity cost by permitting connections that interfere with

the fewest future requests.

3.3.3 Algorithms. Jointly optimizing both the optical and the network

layer in wide-area networks leads to new opportunities to improve performance and

efficiency, while introducing new algorithmic challenges. In contrast to the previously

discussed data center networks, it is impossible to create new topological connections

in a wide-area network (without deploying more fiber. Free space optics solutions

do not apply here). Instead, reconfigurability is possible by adjusting and shifting

bandwidth capacities along the fiber edges, possibly over multiple hops. Hence, we

need a different set of algorithmic ideas that optimize standard metrics such as

throughput, completion time, blocking probability, and resilience. In this section,

we discuss recent papers that tackle these issues, starting with some earlier ones.

Moreover, there is the need for some central control to apply the routing, policy,

lightpath etc. changes, for which we refer to recent surveys [273].

Routing aspects are explored intensively in this context. Algorithmic approaches

to managing reconfigurable optical topologies have been studied for a decade, but are

recently gaining new attention. Early work by Kodialam et al. [156] explores IP

and optical wavelength routing for a series of connection requests. Their algorithm

determines whether a request should be routed over the existing IP topology, or if a

new optical path should be provisioned for it. Brzezinski and Modiano [39] leverage

matching algorithms and Birkhoff–von Neumann matrix decompositions and evaluate

multi- versus single-hop routing4 in WDM networks under stochastic traffic. However,

4See also the idea of lightpath splitting in Elastic Optical Networks [323].
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the authors mostly consider relatively small networks, e.g.with three to six nodes.

For larger networks, shortest lightpath routing is a popular choice [231]. Another

fundamental aspect frequently considered in the literature regards resilience [49,193,

303]. For example, Xu et al. [303] investigate resilience in the context of shared risk

link groups (SLRGs) and propose a method on how to provision the circuits in a WAN.

To this end, they construct Integer Linear Programs to obtain maximally SLRG-

diverse routes, which they then augment with post-processing for DWDM system

selection and network design issues. We now introduce further selected algorithmic

works, starting with the topic of bulk transfers [187].

In OWAN [140], Jin et al. optimize bulk transfers in a cross-layer approach,

which leverages both the optical and the network layer. Their main objective is

to improve completion time; while an integer linear program formulation would be

too slow, the authors rely on a simulated annealing approach. A local search shifts

wavelength allocations, allowing heuristic improvements to be computed at a sub-

second scale. The scheduling of the bulk transfer then follows the standard shortest

job first approaches. When updating the network state, if desired, OWAN can extend

prior consistent network update solutions [141] by introducing circuit nodes in the

corresponding dependency graphs. OWAN also considers deadline constrained traffic,

implementing the earliest deadline first policy. Follow-up work extended OWAN in

two directions, via theoretic scheduling results and for improvements on deadline-

constrained transfers.

In DaRTree [185], Luo et al. develop an appropriate relaxation of the cross-

layer optimization problem for bulk transfers under deadlines. Their approach relies

on a non-greedy allocation in an online setting, which allows future transfers to be

scheduled efficiently without needing to reallocate currently utilized wavelengths. To
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enhance multicast transfers (e.g.for replication), they develop load-adaptive Steiner

Tree heuristics.

Jia et al. [138] design various online scheduling algorithms and prove their

competitiveness in the setting of OWAN [140]. The authors consider the minimum

makespan and sum completion time, analyzing and extending greedy cross-layer

scheduling algorithms, achieving small competitive ratios. Dinitz and Moseley [71]

extend the work of Jia et al. by considering a different objective, the sum of flow

times in an online setting. They show that resource augmentation is necessary for

acceptable competitive bounds in this setting, leading to nearly (offline) optimal

competitive ratios. While their algorithms are easy to implement (e.g.relying on

ordering by release time or by job density), the analysis is complicated and relies

on linear program relaxations. Moreover, their algorithm also allows for constant

approximations in the weighted completion time setting, without augmentations.

Another (algorithmic) challenge is the integration of cross-layer algorithms into

current traffic engineering systems. Such TEs are tried and tested, and hence service

providers are reluctant to adapt their designs. To this end, Singh et al. [251]

propose an abstraction on how dynamic link capacities (e.g.via bandwidth variable

transceivers) can be inserted into classic TEs. Even though the TE is oblivious

to the optical layer, an augmentation of the IP layer with fake links enables cross-

layer optimization via the TE. A proposal [252] for a new TE for such dynamic

link capacities is discussed in the next Section 3.3.4. Singh et al. [251] also

discuss consistent update methods [96] for dynamic link capacities, which Tseng [280]

formalizes into a rate adaption planning problem, providing intractability results and

an LP-based heuristic.
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OptFlow [98] proposes a cross-layer abstraction for programmable topologies as

well, but focuses on shifting wavelengths between neighboring fibers. Here, the

abstraction concept is extended by not only creating fake links but also augmenting

the traffic matrix with additional flows. As both links and flows are part of the input

for TEs, OptFlow enables the compilation of optical components into the IP layer for

various traffic engineering objectives and constraints. Concerning consistent updates,

classic flow-based techniques [96] carry over, enabling consistent cross-layer network

updates too.

Optimizing reconfigurable optical networks for circuit provisioning and per-

flow rate allocation is a complex and challenging endeavor; the static routing and

wavelength allocation problem is NP-complete [57]. Recent work by Guo et al. [118]

explores the potential for an artificial intelligence (AI) implementation of a network

controller using deep-learning. They describe a network control agent based on deep-

learning which determines where and when to activate and deactivate a limited set of

circuits given a snapshot of demand between hosts in the network. They also explore

inherent drawbacks and precautions to consider settings in which such an agent is

deployed. Their study offers insights for the potential benefit of an AI-assisted optical

network controller, and novel challenges to consider for their given model.

Algorithms that optimize optical network topology for higher-layer applications,

such as virtual network functions (VNF) have recently gained attention. In particular,

VNF network embedding (VNF-NE) has been studied by various groups [258, 294].

VNFs are an abstraction of resources in networks that have traditionally been

deployed as hardware devices (e.g.intrusion detection systems, firewalls, load-

balances, etc.). Now, instead of monolithic hardware appliances many of these

devices are deployed as software on commodity servers, giving more flexibility
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to add and remove them at will and yielding cost-savings for network operators.

Network embedding is a physical layer abstraction for creating end-to-end paths for

network applications or network function virtualization (NFV) service chains. Paths

have requirements for both bandwidth and CPU resources along the service chain.

Wang et al. [294] proves this problem to be NP-complete for elastic optical networks.

Soto et al. [258] provides an integer linear program (ILP) to solve the VNF-NE

problem. The ILP solution is intractable for large networks. Thus they provide a

heuristic that uses a ranking-system for optical paths. Their heuristic ranks optical

paths by considering a set of end-to-end connection requests. Paths with higher rank

satisfy a more significant proportion of the demand for bandwidth and CPU among

all of the requests.

Optical layer routing with traffic and application constraints is a difficult problem.

The running theme has been that linear programming solutions can find provably

optimal solutions [227], but take too long to converge for most use cases. However,

network traffic is not entirely random and therefore has an underlying structure that

may be exploited by offline linear program solvers, as shown by Kokkinos et al. [157].

They use a two-stage approach for routing optical paths in an online manner. Their

technique finds periodic patterns over an epoch (e.g., daily, weekly, or monthly) and

solves the demand characterized within the epoch with an offline linear program.

Then, their online heuristic makes changes to the topology to accommodate random

changes in demand within the epoch.

3.3.4 Systems Implementations. The integration of reconfigurable optics

with WAN systems has been impracticable due to its cost and a lack of convergence on

cross-layer APIs for managing the WAN optical layer with popular SDN controllers.

However, some exciting work has demonstrated the promise for reconfigurable optics
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BVT Network
Design

Amps. Algorithms

CORONET [171] × × × ROLEX protocol
OWAN [140] × × × Simulated Annealing

FACcBR [205] × × ✓ Case Based Reasoning
RADWAN [252] ✓ × × Linear Program

DDN [27] × ✓ ✓ Time-slotted packet scheduling
Iris [72] × ✓ ✓ Shortest path for any failure scenario

Shoofly [250] ✓ ✓ ✓ Linear programming

Table 3. Summary of systems implementations of reconfigurable wide area networks

in closed settings. Notably, RADWAN [252] and CORONET [171] for bandwidth-

variable WAN systems and systems with dynamic optical paths, respectively. In this

section, we explore reconfigurable optical WAN systems more deeply in these two

contexts. Table 3 summarizes these systems.

Bandwidth Variable Transceivers. A team of researchers at Microsoft

evaluates bandwidth variable transponders’ applicability for increased throughput

in Azure’s backbone in North America [93]. They find that throughput for the WAN

can increase if they replace the fixed-rate transponders in their backbone network

with three-way sliceable transponders. They also show that for higher-order slices,

bandwidth gran increases at diminishing returns.

Traffic Engineering with rate-adaptive transceivers was recently proposed by

Singh et al. [252]. The authors are motivated by a data-set of Microsoft’s

WAN backbone Signal-to-Noise ratio from all transceivers in the North-American

backbone, over two and a half years. They note that over 60% of links in

the network could operate at 0.75× higher capacity and that 25% of observed

outages due to SNR drops could be mitigated by reducing the modulation of the

affected transceivers. They evaluate the reconfigurability of Bandwidth-Variable

Transponders, showing that reconfiguration time for the transceivers could be reduced

75



from minutes to milliseconds by not turning the transceivers off. Then, they propose

a TE objective function via linear-programming, to minimize churn, or impact due to

SNR fluctuations, in a WAN. Finally, they evaluate their TE controller on a testbed

WAN and show that they improve network throughput by 40% over a competitive

software-defined networking controller, SWAN [129]. In 2021, Singh et al. [250]

proposed Shoofly, for dynamic capacity provisioning in wide-area networks. Their

system uses a linear programming optimization solver to find ‘shortcut’ tunnels

through a WAN and makes these tunnels available to a central traffic engineering

controller. They efficiently solve the mixed integer linear programming optimization

by allowing a 0.1% gap for an optimal solution, and find that this relaxation allows

them to consistently find a feasible solution in 10 seconds or less. They find that

Shoofly can save WAN hardware costs by 40% without impacting network traffic

performance.

Dynamic Optical Paths. In the early 2000s, researchers explored the benefit

of dynamic optical paths for networks in the context of grid-computing. Early

efforts by Figueira et al. [92] addressed how a system might manage dynamic

optical paths in networks. In this work, the authors propose a web-based interface

for submitting optical reconfiguration requests and a controller for optimizing the

requests’ fulfillment. They evaluate their system on OMNInet [29], a metropolitan

area network with 10 Gbps interconnects between 4 nodes and Wavelength Selective

Switches between them. They claim that they can construct optical circuits between

the OMNInet nodes in 48 seconds. Further, they show that amortized setup time and

transfer is faster than packet-switching for files 2.5 Gb or larger (assuming 1 Gbps or

greater optical interconnect and 300 Mbps packet switching throughput). They go on

to evaluate file transfer speeds using the optical interconnect and show that they can
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achieve average transfer speeds of 680 Gbps. Iovanna et al. [134] address practical

aspects of managing multilayer packet-optical systems. They present a set of useful

abstractions for operating reconfigurable optical paths in traffic engineering using an

existing management protocol, GMPLS.

Stability is an important feature of any network. An interesting question about

reconfigurable optical networked systems arises regarding the stability of optically

switched paths. That is if the topology can continuously change to accommodate

random requests, what service guarantees can the network make? Can the fluctuation

of the optical layer be detrimental to IP layer services? Chamania et al. [44] explore

this issue in detail, providing an optimal solution to keep quality of service guarantees

for IP traffic while also improving performance beyond static optical layer systems.

Blocking probability is a crucial metric for assessing the flexibility of an optical

network. It is the probability that a request for an end-to-end lightpath in the

network cannot be provisioned. Turkcu et al. [283] provides analytical probability

models to predict the blocking probability in ROADM based networks with tunable

transceivers and validate their models with simulation considering two types of

ROADM architecture in their analysis, namely share-per-node and share-per-link.

In share-per-link, each end of a link has a fixed number of transponders that can use

it. In share-per-node, a node has a fixed set of transponders that may use any incident

links. The authors show that a low tunable range (4 to 8 channels, out of 32 possible)

is sufficient for reducing blocking probability in two topologies, NSF Net (14 Nodes),

and a ring topology with 14 nodes. As the tunable range moves beyond 8 and up to

32, there is little to no benefit for split-per-node and share-per-link architectures. As

the load on the network increases, blocking probability increases, as well as the gap

between blocking probability of split-per-node and split-per-link decreases.
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Bandwidth-on-demand (BoD) is an exciting application of reconfigurable

networks. Von Lehmen et al. [171] describe their experience in deploying BoD

services on CORONET, DARPA’s WAN backbone. They implement protocols for

add/dropping wavelengths in their WAN with a novel 3-way-handshake protocol.

They demonstrate how their system can utilize SWAN [129] Traffic Engineering

Controller as one such application that benefits from the BoD service.

More recently, there has been a resurgence of academic work highlighting the

potential benefit of dynamic optical paths in the WAN. One such system, called

OWAN (Optical Wide-Area Network) [140], proposes how to use dynamic optical

paths to improve the delivery time for bulk transfers between data centers. They

build a testbed network with home-built ROADMs and implement a TE controller

to orchestrate bulk transfers between hosts in a mesh optical network of nine nodes.

They compare their results with other state-of-the-art TE systems, emphasizing that

OWAN delivers more transfers on time than any other competing methods.

Dynamic optical paths increase the complexity of networks and capacity planning

tasks because any optical fiber may need to accommodate diverse and variable

channels. However, this complexity is rewarded with robustness or tolerance to fiber

link outages. Gossels et al. [113] propose dynamic optical paths to make long-haul

networks more robust and resilient to node and link failures by presenting algorithms

for allocating bandwidth on optical paths dynamically in a mesh network. Their

objective is to protect networks from any single node or link failure event. To this

end, they present an optimization framework for network planners, which determines

where to deploy transponders to minimize costs while running a network over dynamic

optical paths.
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Another effort in reducing the complexity of dynamic optical path WAN systems

was presented by Dukic et al. [72]. Their system, Iris, exploits a unique property of

regional connectivity, i.e.the vast abundance of optical fiber in dense metropolitan

areas [190]. They find that the complexity of managing dynamic optical paths

is greatly reduced when switching at the fiber-strand level versus the (sub-fiber)

wavelength level. To this end, they detail their design trade-off space for inter-data

center connectivity across metropolitan areas. They deploy their system in a hardware

testbed to emulate connectivity between three data centers, verifying that optical

switching can be done in 50 to 70 ms over three amplifiers. They obviate amplifier

reconfiguration delays by conducting fiber-level switching rather than wavelength-

level. Thus, the amplifiers on a fiber path are configured once for the channel that

traverses it. When a circuit changes its path, away from one data center and towards

another, it uses a series of amplifiers that have been pre-configured to accommodate

the loss of that given circuit.

Inter-data center network connectivity over a regional optical backbone was also

investigated by Benzaoui et al. [27]. Their system, Deterministic Dynamic Network

(DDN), imposes strict constraints for application layer latency and jitter. They show

that they can reconfigure optical links in under 2 ms, and guarantee consistent latency

and jitter through their time-slotted scheduling approach.

3.3.5 Summary. Reconfigurable optics for metro and wide-area networks

have gained substantial attention in the last decade. This push requires cross-

domain collaboration as demand aware changes at the optical layer are influenced

by physical-layer impairments (signal-loss, chromatic dispersion, noise, etc.), in

addition to higher-layer performance metrics (latency, demand, congestion, etc.).

There are various novel works that have addressed several fundamental questions in
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reconfigurable optical networks. Cost-modeling efforts predict network performance

with various classes of reconfigurable hardware. Algorithmic work suggests efficient

methods for efficiently managing network layer and optical layer elements in the

face of shifting traffic demands. Researchers have proposed and prototyped several

systems for reconfigurable optical networks in recent years, but much of this work

is still in the design and proof-of-concept phase. All in all, there are still many

open challenges ahead to widely deploy and efficiently utilize reconfigurable optics in

production networks, as we discuss next.

3.4 Open Challenges in Reconfigurable Optical Networks

Hardware technologies. The development of hardware for reconfigurable

optical networking is a burgeoning field in engineering and research. While CDC-F

ROADMs exist today, they are costly to produce, and their capabilities are found

lacking. In particular, the benefit of integrating CDC-F ROADMs with optical

transport networks is limited by cascading fiber impairments, signal loss at WSS

modules, and wavelength and fiber collision [174]. We expect silicon photonics to

bring down the cost of transport hardware, thereby increasing access to such devices

and lowering entry barriers for research and development.

Data center networks. Our understanding of algorithms and topologies in

reconfigurable networks is still early, but first insights into efficient designs are being

published. One front where much more research is required concerns the modeling

(and dealing with) reconfiguration costs. Indeed, existing works differ significantly in

their assumptions, even for the same technology, making it challenging to compare

algorithms. Related to this is also the question of how reconfigurations affect other

layers in the networking stack, and how to design (distributed) controllers. In

terms of algorithms, even though a majority of problems are intractable to solve
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optimally, due to integral connection constraints, the question of approximation

guarantees is mostly open. For example, consider designing a data center with

minimum average weighted path length. A logarithmic approximation is easy to

achieve by simply minimizing the diameter of a (constant-degree) static topology.

However, computing an optimal solution is NP-hard. So, can we obtain polynomial

approximation algorithms with constant performance trade-offs? Similarly, do good

(fixed) parameter characterizations enable efficient run times, and what can we expect

from e.g.linear time and distributed algorithms? Moreover, beyond general settings,

how do specific network designs enable better algorithms, and how does their design

interplay with topologies of the same equipment cost?

Next, going beyond scheduling, how can the framework of online algorithms be

leveraged in this context? Ideally, we want a reconfigurable link to exist before

the traffic appears. How can we balance this from a worst-case perspective? In

this context, traffic prediction techniques might reduce the possible solution space

massively, but we will still need extremely rapid reaction times to new traffic

information.

Another open challenge is the efficient interplay between reconfigurable and non-

reconfigurable network parts. Theory for specific reconfigurable topologies (e.g.traffic

matrix scheduling for a single optical switch) has seen much progress. However, more

general settings, particularly non-segregated routing onto both network parts, are

still an open issue, beyond an abstract view of the combination with a single packet

switch.

Metro and Wide-area Networks. Metro and wide-area optical networks

are rich with open challenges. The works presented in this section highlight

significant developments that have been made towards reconfigurable WAN systems
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and illuminate great benefits for such systems. However, programmability, cross-

layer information sharing, and physical properties of light still must be solved. On

the programmability front, efforts such as OpenConfig [226], OpenROADM [223],

and ONOS [28] are working to provide white-box system stacks for optical layer

equipment. If these are widely adopted and standardized, this will open the door

for agile and efficient use of wide-area networks for a variety of applications (e.g.new

tools to combat DDoS [213]). Other challenges include wrangling with the physical

constraints of efficient and rapidly reconfigurable WANs, for example, coordination

of power adjustments across amplifiers for long-haul circuits.
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CHAPTER IV

FOUNDATIONS FOR OPTICAL TOPOLOGY PROGRAMMING (OTP)

This chapter, particularly § 4.2, contains previously published coauthored material

from [210], with coauthors Paul Barford, Klaus-Tycho Foerster, and Ramakrishnan

Durairajan. Klaus-Tycho Foerster and the dissertation author wrote Theorem 1

together. Paul Barford and Ramakrishnan Durairajan assisted with editing. § 4.3

contains previously unpublished work that is scheduled to appear in [217] and

coauthored with Zaoxing (Alan) Liu, Vyas Sekar and Ramakrishnan Durairajan. The

dissertation authors wrote the linear programming model defined in this section. The

coauthors assisted with editing. The dissertation author designed and implemented

the simulator described in § 4.4.

4.1 Introduction

Historically, enterprise network operation has progressed on two divergent

trajectories simultaneously. On one track, the optical layer of the network has evolved

to enable high throughput links between network endpoints that have expanded well

beyond the terabit range. On the other track, the IP network layer has evolved

with the advent of software defined networking, which offers flexibility and fine-

grained forwarding behavior of traffic on these optical links. However, emerging

applications such as machine learning and content streaming are pushing networks

to run closer to their limits [78, 167], and as a result, we are amidst a paradigm

shift in networking. The data and control planes have been decoupled. White box,

programmable switches are replacing one-size-fits-all proprietary black-box models.

Software-defined networking principles have matured, and networks have largely

benefited as a result. This has enabled operators to scale capacity in their networks,

for both wide-area settings and data centers [130, 248]. As demand on networks
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continues to grow, it has become apparent that a jointly optimized optical-packet

architecture can give networks more power to serve their demand better [115].

Joint optimization of the packet and optical networks offers greater performance

(e.g., throughput, latency, utilization), however, there is still no unified system for

operating both networks simultaneously. This is primarily because the optical layer

remains invisible to higher-layer network management systems. Another reason for

this shortcoming is that there are fundamental questions open at the intersection

of the packet and optical networks, such as how fast optical network switching

can take place in the presence of amplifiers, and how does optical switching affect

traffic, both on a switched lambda and witness waves (the set of lambdas that were

actively transmitting data on the fiber when the switched lambda was introduced

or removed). Moreover, jointly optimizing the network topology with routing is

an NP-Hard problem [160] and therefore finding scalable solutions has remained an

elusive challenge. As a result, the research efforts driven by optical networking and

packet/networked systems communities are in disagreement about what services the

optical layer can offer, and how these services can be utilized by higher layers of the

protocol stack [102]. This optical-packet chasm is no accident, as the Internet was

designed to be built of independent and logically separated abstract layers.

Uniquely, this thesis looks at jointly programming the network topology in

conjunction with routing. We present an optimization method for joint optimization

of topology and routing that is made scalable by aggressively limiting the search

space for potential solutions based on the set of potential forwarding links and

the set of forwarding paths among those links. More details about this approach

are to be found in the application-centric chapters that leverage this technique,
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namely chapters VII and VIII. The general constraints common to the different

implementations are discussed in this chapter, § 4.3.

We evaluate three network applications as they stand to benefit from OTP, namely

traffic engineering, network reconnaissance subversion, and DDoS attack mitigation.

We evaluate these models with a custom-built OTP simulator, introduced in § 4.4.

4.2 Formal Model and Theoretical Guarantees of OTP

Due to the complexity that optical topology programming introduces to network

operation and management, and the uncertain benefits it enables, the problem space

is lacking in formal, theoretical guarantees regarding its application. Therefore, in

this section we aim to formally prove tight bounds on the gains of optical topology

programming.

As a preliminary step, we first give a precise model setting for the case of

regeneration and wavelength conversion at each node.

Physical host graph: We model the physical host graph as G = (V ,L, σ), with

nodes V and (multi-)edges L. We assume that G is connected, that nodes correspond

to ROADMs and edges correspond to physical fibers. Each node v ∈ V has two

attributes: (i) v) is the degree of node v, i.e., the number of incident edges (fibers),

(ii) σ(v), σ : V → N is the total number of transponders in v that can be allocated to

v’s edges. Depending on the modulation technology, each fiber edge has an attribute,

µ(e), that corresponds to the maximum possible wavelengths on the fiber.1

Wavelength allocation: In order to route traffic on an edge e = (v, w) in

G, we need to assign wavelengths to e. In optical communications, a transponder

is a device that sends and receives the optical signal on a fiber. Each wavelength

requires a transponder on the sending node and receiving node. Although fiber is

1E.g., µ(e) = 120 wavelengths for QPSK modulation with 37.5 GHz spacing.
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unidirectional, today’s transponders enforce bidirectionality. Hence, reconfiguring a

wavelength between v and w requires the reverse path to be reconfigured from w to

v.2 Given this, we define a wavelength allocation Λ of a graph G by Λ : V × L → N

representing the number of wavelengths allocated on each edge by the nodes.

In finding a new wavelength allocation, nodes are limited by the pool of

transponders they have (σ(v)). Hence, the total number of wavelengths on each

edge, c(e), cannot exceed the number of available transponders on its neighboring

nodes; i.e.,
∑

e=(v,w) Λ(v, e) ≤ σ(v), ∀v ∈ V and c(e) = max(Λ(v, e),Λ(w, e), µ(e)).

We denote GΛ when wavelength allocation Λ is applied to G.

Static WAN: The state-of-the-art in binding wavelengths to fibers is a static

allocation based on the history of traffic demand, growth prediction, and failure

resiliency. Once a wavelength allocation is set up, it does not change for months.

We assume the static topology is an optimal wavelength allocation able to route

traffic demands under failure resiliency, while minimizing the maximum utilization,

and that each fiber can be populated with wavelengths. Without these assumptions,

it is easy to fabricate unreasonably large savings factors, e.g., by comparing with

allocations that are ineffective on purpose or cannot survive fiber cuts.

Utilization and throughput gain factor: We define the gains Y of moving

from a static to a dynamic capacity WAN by Y = maxD∈D,F∈F
T (GΛ,D,F )
T (G∗,D,F )

, where

T (G∗, D, F ) is the maximum link utilization in the static topology G∗, for demand

matrices D ∈ D and for failure scenarios F ∈ F . Similarly, T (GΛ, D, F ) is

the maximum link utilization in the dynamic wavelength allocation Λ obtained by

reprogramming the wavelengths with respect to the demand matrix D and failure

scenario F . Note that G∗ and GΛ share the same physical graph G; the difference

2Recent work shows this assumption is not optimal; there are gains in building a unidirectional
WAN using unidirectional transponders [318], but we leave this discussion for future work.
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lies in the ability to reallocate wavelengths after failures. We define the gains for

total throughput analogously. Lastly, in this setting, we only allow survivable failure

scenarios F where the network is not physically disconnected.

We provide bounds on the throughput and utilization gains of OTP in the setting

where each node in the physical network graph employs transponders that terminate

the optical link and regenerate the signal.

Theorem 1. Given a physical graph G, the utilization (and throughput) gain factor

Y is bounded by 1 ≤ Y ≤ O(∆), where ∆ is the maximum degree in G. This bound

holds for any topology, under any survivable edge failure scenario.

Proof of Theorem 1. Recall that an optimal static wavelength allocation (our

“competition”) minimizes the gain factor of reconfiguration. Consider a wavelength

allocation ΛA, where each node v distributes its σ(v) transponders evenly over all

neighbors, possibly wasting up to d(v)− 1 ≤ ∆− 1 transponders to obtain identical

numbers for all neighbors. Furthermore, even more transponders can be wasted due

to µ restricting the number of wavelengths possible. ΛA cannot be better than an

optimal static wavelength allocation as ΛA is feasible, i.e., we have a lower bound on

static performance. Next, consider a wavelength allocation ΛB, which we obtain as

follows: We begin with ΛA, but multiply every transponder assignment of a node to a

neighbor by 2∆− 1. Observe that ΛB does not have to be feasible, but it clearly can

satisfy any flows feasible in ΛA. Furthermore, assume there is a feasible ΛC which

results in a better output for the objective function than on ΛB: this leads to a

contradiction as any flow routing or utilization feasible in ΛC is also feasible in ΛB.

Lastly, assume ΛB has a gain of X > 2∆− 1 compared to ΛA for some demand and

some failure scenario (possibly empty). Then, we take all flows ΛB, dividing their
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size by 2∆− 1, meaning they are feasible in ΛA, but due to X > 2∆− 1 we obtain a

contradiction, analogously for the utilization.

We observe that the result of Theorem 1 cannot be improved with respect to its

dependency on ∆, the maximum degree of a single node in the network, and briefly

sketch the reasoning next. Consider traffic matrices that change between the outgoing

links of a central node. A static allocation has to distribute its wavelengths along all

neighbors, whereas a dynamic allocation can shift all allowed wavelengths to just one

neighbor at a time. The argument can made made analogously for fiber cuts. Hence,

there are cases where the gain Ω(∆) matches the upper bound of O(∆) and note that

this example can be generalized beyond a single central node.

Theorem 1 tells us intuitively that OTP has greater benefits for networks with

higher degree nodes. A corollary to this is that within a single network, the benefits

of enabling OTP are greatest at nodes in the network whose degrees are greatest.

Constants
G0 Initial topology
E0 Initial set of (directional) links
E Set of potential (directional) links (includes E0)
V Set of all nodes
D Set of all demands

txp(v) Transponders at v
Variables

be or b(u,v) Binary link-status variable
F s→t The set of links that are available

to any potential path s→ t
flows→t

(u,v) Flow allocated from D(s, t) onto

edge (u, v) s.t. (u, v) ∈ E
in(n) Total flow from all demands going into node n

out(n) Total flow from all demands departing node n
cap(u, v) Capacity of edge (u, v)

Table 4. Reference for notation, variables, and constants in equations 4.1–4.7.
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4.3 Optimization

In this section, we present general constraints that we apply to networks when

developing OTP applications. This set of linear programming constraints comprises

topology connectivity rules (4.1–4.4) which we introduce to the typical network flow

conservation rules (4.5–4.7) that are observed in many modern traffic engineering

systems [2,129,137,166,179]. Table 4 shows the descriptions of variables used in this

model.

∀(u, v) ∈ E, cap(u, v) = cap(v, u) (4.1)

The capacity of each directional link, (u, v), is symmetrical. This ensures that a link

is only active if it can be activated in each direction.

∀n ∈ V, txp(n) ≥
∑

u∈b(u,v)

u (4.2)

The total number of fallow transponders at a node, txp(n) limits the total number

of links in the topology that can start from n.

∀e ∈ E , cap(e) = beCe (4.3)

An edge’s capacity is Ce or 0, where Ce is capacity of a network link when edge e is

active in the network.

∀(s, t) ∈ D,
∑

e∈Fs→t

flows→t
e ≤ cap(e) (4.4)

The sum of flows allocated from all demands allocated onto an edge must be bound by

the capacity of that edge. Note that in the constraint, the only edges considered for a

demand, s → t, are limited to F s→t rather than the entire set of links E . In practice,

we employ the link selection and path finding strategies described in Section 8.4.1 to

89



find the appropriate set of candidate links for each pair of nodes in the graph induced

by all possible edges, E .

∀n ∈ V, ∀(s, t) ∈ D, in(n) =
∑

(u,v)∈E|n=u

flows→t
(u,v) (4.5)

∀n ∈ V, ∀(s, t) ∈ D, out(n) =
∑

(u,v)∈E|n=v

flows→t
(u,v) (4.6)

∀n ∈ V, ∀(s, t) ∈ D,



d(s, t) + in(n) = out(n) if n = s

in(n) = d(s, t) + out(n) if n = t

in(n) = out(n) otherwise.

(4.7)

Constraints (4.5–4.7) are general multi-commodity flow optimization constraints [81]

and ensure conservation of flow along paths through the network.

4.4 OTP Simulator

Evaluating OTP requires access to a WAN backbone which we do not have. To

address this challenge, we have constructed a Python-based discrete event simulator,

the OTP simulator. While TE simulators in recent work [2,165] have taken topology

as a fixed input to show how routing decisions affect performance as a function of the

traffic, our OTP simulator aims to show how topology and routing decisions affect

performance as a function of traffic.

Our OTP simulator is designed with the following goals in mind. The first is to

parameterize low-level network topology features, e.g., the number of transponders

at network nodes and the pairing of transponders between nodes. The second is to

integrate OTP into the network operator’s control loop. The third is to enable the

prototyping of different OTP methods in conjunction with different high level network

applications. The simulator is written with ∼ 21k lines of Python 3 code3.

3OTP Simulator is openly accessible at https://github.com/mattall/topology-programming
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Figure 12. OTP Simulator

The high level architecture of the OTP simulator is shown in Figure 12. The

simulator receives the following inputs: topology configuration, traffic matrices, TE

requirements, and an OTP Method (a). The topology configuration contains the

low level details about the network that are required to invoke any OTP method or

adhere to any TE requirements. These include the set of nodes in the network, the

set of physical links between nodes, the number of transponders at each node, and

the capacity of links that are activated by a corresponding pair of transponders. The

traffic matrices give the demand between any two nodes in the network over a fixed

interval of time. This is naturally a time-series of one or more matrices. The TE

requirements describe how traffic is forwarded across the active links in the network.

For example, this can be an optimization model with an explicit set of constraints and

objective function such as minimizing max link utilization with multi-commodity flow

optimization, or a simpler requirement such as equal-cost multi-path routing. The

OTP method describes how the topology is reconfigured before and after the simulator

defines the set of forwarding paths and rates among paths for a traffic matrix from

the time-series of traffic matrices. The OTP can invoke its own unique set of TE

requirements.

The initialization of the physical and logical topology (b) uses the initial topology

configuration to instantiate a set of logical forwarding links in the network that are
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consistent with the physical resources described in the configuration. Each node in

the network has a hash map with an entry for every transponder at that node. The

hash map either holds the ID of the remote node to which that transponder is assigned

or -1 if the transponder has no assignment4.

Depending on the OTP method, the topology can be updated before or after a

traffic matrix is processed. For example, a topology update might be triggered by

the intrinsic properties of the logical graph of the network (e.g., edge betweenness

of a network link is too high or too few edge-disjoint paths between a single pair of

nodes), or by a network event (e.g., max link utilization is too high, or traffic loss has

occurred).

If a topology update is triggered the OTP method is invoked and the topology is

updated (d). The OTP method uses the information from the topology configuration

to determine how to reconfigure the topology. This is a user designed method that

is application specific. It could involve solving a linear programming optimization

problem, or applying a simple set of heuristics based on the resources available and

active network conditions.

After a topology update decision is made and whether or not the OTP method is

invoked, the traffic matrix is processed according to the TE requirements (e). In this

step the set of forwarding paths are defined for every pair of nodes, and in turn, the

forwarding rate for flows among those paths. The demand forwarded across ever link

is added together to determine the aggregate utilization for each link, as well as the

latency, throughput, and loss for all of the flow demands in the traffic matrix.

The loop starts again at the topology update decision as long as there are still

traffic matrices to be processed. When the last traffic matrix is processed the

4Valid node IDs are integers that are zero or greater.
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simulation terminates and a summary of the network state (latency, throughput,

loss, congestion) for each traffic matrix is saved to a file.
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CHAPTER V

MEASUREMENTS

This chapter contains previously published coauthored material from [211],

coauthored with Paul Barford, Klaus-Tycho Foerster, Manya Ghobadi, William

Jensen, and Ramakrishnan Durairajan. The dissertation configured the lab testbed,

and designed and ran all the experiments on the testbed. Paul Barford, Manya

Ghobadi, and Ramakrishnan Durairajan contributed to discussions around the goals

of the measurement analysis and assisted in editing. William Jensen assisted in

facilitating physical access to the testbed location and in the configuration of the lab

equipment.

5.1 Introduction

As the world’s online services (e.g., AI, ML) migrate onto the cloud, demands on

optical layer will continue to grow. In response, inspired by reconfigurable topologies

in data centers [19,52,85,100,109,147,176,177,180,198,234,324], concerted efforts have

been pursued to reconfigure the optical layer [140, 204, 215, 229]. Further, the recent

development of OpenConfig [226] will enable a more flexible and programmable optical

layer. Such an environment serves as a starting point for physical-to-network layer

coordination via Optical Topology Programming (OTP), i.e., the ability to quickly

and flexibly reconfigure wavelengths between endpoints in an optical network.

While a programmable optical layer is poised to benefit the higher layers of the

network stack, the jury is out regarding whether wide-area networks (WANs) are

ready. On the one hand, some believe that the optical layer is OTP-ready and point

to the theoretical efforts and optimization techniques for a programmable physical

layer [56,138,205,229]. On the other hand, others argue that OTP cannot be achieved
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in today’s WANs due to pragmatic issues (e.g., reconfiguration delay imposed by

amplifiers) at the optical layer.

To shed light on the pragmatic issues, we empirically measure the reconfiguration

delays imposed by optical equipment and automated test schemes in WANs. To

this end, we conducted experiments using standard optical gear (including optical

amplifiers connected via spools of single-mode fiber) deployed in today’s operational

backbones to (a) highlight the technical challenges associated with practically

realizing OTP and (b) establish a baseline for the time required for light paths to

stabilize (i.e., to be ready for sending data after wavelengths are added or removed

from an optical path). Our experiments show that 2–6 minutes are typically required

for light paths to stabilize when equipment is operated with standard automated test

and adjustment features. Most importantly, our experiments highlight the fact that

many of the features unnecessarily stretch the reconfiguration time. This leads to

our conclusion that the WANs—operated based on standard best practices—are not

ready for OTP.

We find that automated test and adjustment features impose a significant delay

that suggests OTP is impractical. We suspect that studying the behavior of these

automated features may uncover outdated built-in assumptions, and provide an

opportunity to make OTP feasible. Based on this intuition, we explore those features

in detail and find that disabling a select few (effectively operating the amplifiers in

manual mode) dramatically decreases the reconfiguration delay to 13–27 seconds. We

verify that operating the devices in manual mode has no impact on the IP-layer traffic.

Finally, we use a lookup table to reduce the reconfiguration time. As wavelengths

are added or removed, amplifiers adjust their gain to maximize the optical signal-

to-noise ratio. This process happens each time the set of wavelengths changes, but
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the results from the computation are the same for a similar set of wavelengths and

amplifiers. Therefore, we store these parameters in a lookup table and show that

wavelengths can be added in approximately 500 milliseconds.

In summary, we make the following contributions. (1) We measure reconfiguration

delay on a long-haul fiber span. (2) We show how to reduce the time to provision a

circuit by an order of magnitude—from minutes to seconds. (3) We propose a method

to quickly store and load optical network equipment settings, reducing the time to

less than 1 second.

5.2 Motivation: Is OTP Feasible Now?

Perspective of the Optics Community. There is a prevailing sentiment that

OTP is possible in today’s WANs, pointing to efforts on a diverse set of fronts

towards a programmable physical layer. Notable categories and examples include

protocol descriptions for dynamic path provisioning [56], lab-based evaluations of

multi-layer control [138,140], amplifier modeling [205], and operations research [229].

However, these efforts are not enough to enable a highly programmable optical WAN.

What is lacking here is a pragmatic evaluation of optical layer components and their

readiness for providing dynamic wavelength services in response to changing network

and application layer demands.

Perspective of the Networking Community. To the best of our knowledge, we

are not aware of practical OTP-ready WANs.1 We posit that this is primarily due to

the pragmatic issues in realizing OTP; this is also the widely accepted perspective of

networking community [102]. More concretely, the efforts in the optics community [56,

138, 140, 205, 229] hardly begin to close the book on practical applications of OTP.

1We note that for data center networks (DCNs), the networked systems communities have
proposed a variety of programmable topologies [100]. However, our focus is on OTP-ready WANs
and hence we defer our discussion on DCNs.
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For example, CORONET [56] presents protocols and abstractions for operating a

WAN with OTP but falls short to demonstrate methods for quickly turning up

waves, and settles for add-times on the order of minutes. Similarly, OWAN [140]

demonstrates benefits for multi-layer control, but their testbed trivializes amplifier

control by considering one amplifier per link; long-haul links typically have half a

dozen or more amplifiers. AcCBR [205] is an ML framework for configuring amplifiers

in a WAN, but requires additional hardware at each amplifier in the network to

collect sufficient data to build its model. Finally, theoretical efforts such as those

done by Papanikolaou et al. [229] show that multi-layer control clearly offers better

performance and survivability in the case of outages, but only via numerical models,

not practical implementations.

These contradictory perspectives indicate a chasm between the communities on

the practicality and feasibility of OTP. To bridge this ongoing divide between the two

communities, this work seeks to shed light on the pragmatic issues in making optical

layer OTP-ready using lab-based measurements.

5.3 Laboratory-based Experiments

5.3.1 Objectives and Testbed. The main goal of this work is to

investigate the feasibility of OTP by measuring the time taken by an optical path

to stabilize to the point where it can be used to transport data after adding

or removing wavelengths from higher layers. To this end, our testbed includes

equipment found in points of presence (transponders, multiplexers) and on long-

haul paths (amplifiers). Specifically, we employ three pairs of transponders, each of

which transmits 10 × 10 Gbps bands. Band Multiplexing Modules (BMMs) receive

these three 100 Gbps bands, and multiplex them onto a single fiber. The BMMs are

equipped with Erbium Doped Fiber Amplifiers (EDFAs) which support variable gain
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from 19 to 26.5 dB. These EDFAs can boost a signal for approximately 80 km before

another amplifier is needed. Our testbed has seven amplifiers in total. For specific

details on the testbed, see Appendix A.1.

Metrics. The key metrics for our tests are the level of total optical power (dBm—

decibel relative to 1 milliwatt of power) into and out of each band multiplexer and

amplifier, and Q or quality factor at the receive-end transponders where wavelengths

are added or removed. We measure add-time for a circuit as the time that it takes

for power and Q factor to stabilize after a wavelength change is made. We take

measurements using an Optical Spectrum Analyzer (OSA) to measure power levels

directly on the fiber, as well as SNMP Management Information Base (MIB) values

available from the administrator interface.

5.3.2 Standard Reconfiguration Delay. Standard best practice in

network operations assumes a stable and reliable physical layer topology. Due to this

assumption, optical equipment vendors have implemented a host of automated tests

and adjustment features—which we refer to as the automatic mode—to ensure that

devices return to a stable/predictable state after certain events (e.g. adding/dropping

wavelengths). This mode works as follows: a transponder tests a sending power level

and receives feedback from the amplifier. The feedback instructs the transponders to

increase or decrease (i.e., adjust) its power level. This process continues in a loop until

the first hop amplifier is satisfied with the power level for the channel it receives. After

the channel’s power is accepted by the first amplifier, each successive amplifier on the

path repeats a variation of this process with the amplifier before it. Upon reaching

the transponder at the receiving end, the signal is decoded back into the electrical

domain. Forward Error Correction (FEC) is implemented in hardware to correct any

bits that are flipped due to noise on the channel. If any bits are uncorrectable, an
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alarm is raised. Subsequently, a signal is sent to the amplifiers to repeat their tests and

adjustments to find gain settings that reduce Amplified Spontaneous Emission (ASE)

noise thereby providing a higher-quality signal that can be recovered with FEC.
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(a) Automatic mode: add-time is 4 min
and 25 s. Hence, today’s WANs are not
OTP-ready.
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(b) Manual mode: add-time is 13 s—
over 19× faster than automatic mode
(Figure 13a).

Figure 13. Comparison of automatic & manual modes.

Using our testbed, we evaluate the add/drop-time that can be reasonably expected

by hardware operating in automatic mode. Figure 13a shows the ingress power to

the first amplifier hop plotted with the Q factor2 of a corresponding wave within the

band at the receiver. We evaluate the add-time as the difference between the first

change in receiver power at the amplifiers and the stabilization of Q factor above 11

at the receiver. In this instance, the add-time for this wave is 265 seconds. After

running this experiment 8 times, we find that add-times vary from 2 to 6 minutes.

We note that these estimates are conservative, underestimating add-times for longer

spans with more amplifiers.

Main findings and implications. The add-time for long-haul optical circuits,

in practice, is on the order of minutes. This implies that today’s WANs are not OTP-

ready. This is primarily due to two standard features from the telephony era: (i)

2Q, or quality factor is a numeric representation of the signal quality. The minimum Q-factor
required for error-free transmission is system-dependant [133]. In our evaluation, a Q factor of 7
was sufficient for complete error-free transmission.
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transponders incrementally and conservatively increasing their sending power level

until it reaches the target level for the first hop, and (ii) the Automatic Gain Control

(AGC) loop, which sets the gain at each amplifier on the path.3 The main implication

of this finding is that these features, if manipulated appropriately, can provide an

opportunity to make OTP feasible. Intuitively, for feature (i), if the appropriate

power level is known a priori for a transponder on an optical path, then the 4 minutes

spent ramping up power can be saved by automatically applying that power. We focus

on (i) next and address factor (ii) in § 5.4.

5.3.3 Reconfiguration Delay From min to s. Next, we investigate

a method for reducing add-time via intervention in the protocol between the

transponders and their ingress BMM. Typically, in automatic mode, the launch power

for a wave is determined by a protocol between the transponder and the ingress

BMM’s amplifier. However, there is a configuration parameter on the BMM and

transponder which enables us to side-step this negotiation process and set the launch

power explicitly. This feature is available across devices from different vendors, thus,

we take the transponder and BMM out of automatic mode and put them into “manual

mode”. In manual mode, the wave’s launch power must be set such that the ingress

BMM’s amplifier receives it within a hardware-specific target range. In our case, the

BMM’s amplifier expects to receive signals of -14 to -12.5 dBm from any band port.

Thus, we set the transponder’s sending power such that it hits the target. This value

only needs to be determined once for any transponder/ingress amplifier pair.

Figure 13b shows the add-time for a circuit across 7 amplifiers with transponders

operating in manual mode. We set the launch power to 0.5 dBm, and used a variable

optical attenuator (VOA) to add/drop the signal. When attenuation is set to zero,

3We focus our attention only on add-time because dropping optical circuits is trivial; our
evaluations on the effect of drop on other waves were negligible.
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power at the ingress BMM jumps to -13.5 in one time-step (1 second). 13 seconds

later, the Q factor for the received signal increase beyond 11, then settles to 13.73. We

also conducted an extensive analysis on the impacts of OTP on existing wavelengths

(see Appendix A.2) and found that it is safe to add/drop waves in manual mode to

increase the agility of the physical layer via OTP.

Main finding and implication. Based on this experiment, we find that

optical circuits can be provisioned over 19× faster by setting the sender’s power level

manually. Moreover, in light of OTP, the warm-up time can be obviated without

impact. This result suggests a way forward toward achieving OTP in today’s WANs.

5.4 Toward ms Reconfiguration Delays

Our measurements in § 5.3.2 and § 5.3.3 lead us to conclude that amplifiers operate

with no knowledge of their past configurations. That is, they can find an appropriate

gain level for a set of signals. But if you take away one signal and add it again, they

start from scratch to find how to efficiently boost it. This is understandable if fast

reconfiguration is an objective (which it was not in the telephony era).

To address this issue, we propose a new mechanism that uses a lookup table

to choose gain values at each amplifier, to further reduce reconfiguration delays and

make OTP feasible in today’s WANs. First, we describe how to construct the amplifier

table, and then present latency measurements collected in building the table. Then,

we use these measurements to predict the performance for add-times with a system

that can access an amplifier table. For a series of amplifiers in the path, we also

compare the reconfiguration delays resulting from the automatic and manual modes

with the ones obtained using our proposed lookup mechanism. One might argue that

a lookup table is too simple of an application. However to the best of our knowledge,

this has not been developed before. We argue that this first OTP utility should be as
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simple as possible. Only after it is demonstrated can we develop more intelligent and

efficient methods (e.g. machine learning), and perhaps drive down circuit add-time

even further.

Amplifier Table. We start by building a simple local controller (LC), which will

be the key point of coordination for various optical components. An LC resides on

a VM near transponders for an optical path (OP) and maintains a table that relates

an optical configuration (OC) (i.e., set of active wavelengths) to amplifier’s gain and

Quality of Transmission (QoT). OCs in the table are aggregated by power level to

keep the size of the table manageable by a VM.

The LC has two components: a management engine and an amplifier table.

The management engine receives requests and sets/gets values to/from optical path

hardware (transponders, amplifiers, etc.). The amplifier table4 is a data structure

maintained by the management engine for rapidly provisioning optical circuits. When

the LC receives a Configuration Change Request (CCR) (e.g., activate band n on OP

x), it checks the amplifier table table to see if there is a configuration stored for

the path where the present waves and the requested waves are all active. If it finds

that configuration, it applies the gains corresponding to that table entry on all of the

amplifiers of the path in parallel; commands are issued over the optical supervisory

channel. If no such entry exists, the LC activates the requested circuit(s) and waits for

AGC to set the appropriate gain on each amplifier. Then, it stores the stabilized gains

for the CCR in the amplifier table and sends a response back to the requesting agent.

Measurements. We investigate two methods for constructing the amplifier table,

namely TL1 [60] and SNMP [87]. These are the two APIs available for querying

4There are several systems issues including how many tables a network should maintain, how to
populate the tables at scale, slow local vs. fast remote and their impacts on table lookup, etc. These
issues are beyond the scope of this work and will be considered in future work, see [321].
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amplifiers pragmatically in today’s WANs. We use both for polling the gain value

from each amplifier along the path in parallel, and report the time for the operation

over 100 iterations. We find that TL1’s median gain access time is ∼3 seconds, 6×

faster than the time to activate a light path in manual mode. We also find that with

SNMP, we can reduce this latency to about half of a second. Therefore, we suggest

that manufacturers enable an SNMP-like interface for configuring gain on amplifiers

of long-haul paths. With this capability, we see the potential for speedup greater

than 200× over the expected configuration time for light-paths in automatic mode

(see Figure 14).

Performance. As shown in Figure 14, the expected time for adding a wavelength

in manual mode, with no gain information, is about 20 seconds. Therefore any new

configuration added to the path will be installed, on average, in 20 seconds. After

the configuration metrics are stored in the amplifier table, any future request for that

configuration can be added, on average, in 0.56 seconds (as indicated with SNMP).

Validation. We collected Q factor and latency data on a 100 Gbps circuit. We
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Figure 14. Reconfiguration delays for various modes (mean value shown above).

found that adding noise to the channel, thereby triggering AGC changes, does not

have any impact on the latency of Ethernet packets mapped into the ODU frames.

We used a layer-3 traffic generator to produce packets of various sizes (95, 1500, and

9216 bytes) and found that RTT stayed constant, plus or minus 0.1 microsecond.
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The average jitter was constantly 0.0 microseconds. This implies that any noise that

is added to an optical circuit by changing gain at amplifiers will not impact layer-3

performance. Therefore, it is safe to use the gain values stored in the amplifier table.

5.4.1 A Performance Model for Long-haul Paths and Submarine

Cables. Optical paths often traverse thousands to tens-of-thousands of kilometers.

To predict the expected performance of an amplifier lookup table-based controller on

these paths, we use a least-squares regression model trained with the seven amplifiers

in our lab. We collected data by polling different subsets of amplifiers with parallel

SNMP queries (the same method used in Figure 14). For each set of amplifiers tested,

we repeated our measurement for the gain retrieval time 100 times. Figure 15 shows

the data we collected (15a), and the model (15b). According to the model, an optical

path with 25 amplifiers can be reconfigured in 1.5 to 2.3 s. This is much faster than

the automatic mode. That is, the amplifiers in automatic mode can be expected to

take more than 9 minutes (assuming a linear model, where 7 amplifiers take 155 s

to reconfigure). In manual mode, we estimate the reconfiguration delay to be about

46 s, based on similar analysis.
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Figure 15. Gain retrieval time for a path of seven amplifiers (15a), and projected
reconfiguration time for longer paths (15b).
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We apply this model to longer paths such as inter-continental submarine cable

deployments. As an example, for links that are 6,600 km long [270] with 8̃0 amplifiers,

we can expect reconfiguration times between 3 and 8 seconds. However, this model

is missing critical features that complicate submarine deployments. Environmental

settings such as water pressure and temperatures may affect the power budget.

Furthermore, infrastructure risk from human activity (e.g., anchors, fishing nets)

and marine life (e.g., shark bites) should inform the prospect of OTP in submarine

settings in addition to the reconfiguration delays that we consider. Therefore, more

measurement work and experiments are required to critically evaluate the prospects

for OTP with submarine cable deployments.

5.5 Discussion

We believe that empirical measurement efforts like ours can identify and inform

several scientific gaps between the optical and networking communities. In what

follows, we describe two such gaps, outline how the measurements can help by

designing useful tools, and elucidate the key challenges in building those tools. We

leave the implementation and evaluation details for future work.

For one, the assumption of the “stable physical layer” model is at odds with the

“dynamic physical layer” model of OTP. Understanding this dynamism calls for (a)

creation of an end-to-end optical layer traceroute tool that can offer visibility (e.g., via

TL1 or SNMP) into several optical devices in a network path, (b) unified interfaces

to expose measurements from the optical layer to higher layers of the network stack,

and (c) an adaptation framework to seamlessly adapt protocols at the higher layers

in response to the dynamism of the optical layer (e.g., change IS-IS or OSPF link

weights in the face of Q-drop at the optical layer).
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Another important question raised and addressed by this work is the perceived

risk of disabling “automatic” mode. Clearly, there are opportunities for developing

new capabilities for optical hardware that serve the same purposes in addition to

supporting OTP. Measurement efforts offer the objective basis to evaluate the safety

of these capabilities.

Building an end-to-end optical layer traceroute tool requires participation from

network operators from several constituents (e.g. enterprises, transit providers,

etc.). Second, designing cross-layer interfaces and exposing optical measurements

from those interfaces call for expertise from and collaboration among optics,

measurements, and networked systems researchers. Third, we posit that the fate

of the envisioned measurement tools will be similar to layer-3 traceroute due to

privacy and security reasons (e.g. blocking/dropping measurements, malicious intent

to map the wavelength allocation in a network, etc.). Assuming participation from

network operators, one way to address this challenge is to build an enclave (similar

to secure containers in Intel SGX) in optical devices where SNMP or TL1 could be

used to query the devices and provide responses without violating privacy and security

restrictions [212].

5.6 Summary

In this chapter we conducted experiments that benchmark the time to activate

an optical signal carrying data on a shared optical fiber with other, on-going, signals

present. We found that we are able to reduce the time to introduce new circuits to

a DWDM fiber span from minutes to seconds in our lab environment. We further

propose changes to optical amplifier interfaces that could reduce this reconfiguration

delay further, into the sub-second domain.
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CHAPTER VI

GREYLAMBDA: A FRAMEWORK TO SCALE TRAFFIC ENGINEERING

USING OTP

This chapter contains previously published coauthored material from [210], with

coauthors Paul Barford, Klaus-Tycho Foerster, and Ramakrishnan Durairajan. The

dissertation author designed the experiments in consultation with the coauthors. The

dissertation author implemented and ran all of the experiments.

6.1 Introduction

Internet service and cloud providers have been working to scale their network

performance by making various parts of the network programmable, from load

balancers [77,230] to switch stacks [36,182,195] to network interface cards [95]. This

has led to the replacement of ad hoc traffic engineering (TE) in wide-area networks

(WANs) with software-defined systems [2,35,129,137,161,166,179,189,322], to better

manage WAN resources, respond to dynamic traffic shifts and unforeseen events, and

provide custom services to customers.

TE systems aim to continuously monitor traffic demand and utilization across

the entire network using a range of measurement tools, allocate network resources

based on the observed demands, and update the traffic forwarding behavior of

network resources accordingly. The success of these systems is contingent upon the

optimization step being completed within a defined time frame, such as a time-to-

solution of five minutes or less [35, 129, 322]. This time constraint is referred to as

the “temporal requirement.” Furthermore, flow allocations onto links must not over-

subscribe those links within a geographical scope of the network; this is referred to

as the “spatial requirement” of the TE system.

The multi-commodity flow (MCF) formulation used in the TE optimization step

cannot keep up with the increasing size of network backbones and changing traffic
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demands, as seen in unforeseen events such as sudden flash crowds or fiber cuts.

To address this challenge, recent approaches such as SMORE [166] and NCFlow [2]

have relaxed MCF constraints in order to meet the temporal requirement. However,

our evaluation shows that these relaxed constraints can lead to either oversubscribed

traffic (and, consequently, throughput drop) or infeasible solutions in critical network

paths during unforeseen events. Furthermore, we note that considering the entire

network infrastructure in the optimization step is not always necessary, as these

unforeseen events are often localized to specific critical network paths. This warrants

the right scoping of those critical paths as part of the spatial requirement. Improving

the scalability of TE systems by satisfying both the temporal and spatial requirements

simultaneously is an open problem.

In this work, we identify a novel solution for improving the scalability of TE

systems by utilizing the recent development in optical networking known as optical

topology programming (OTP). OTP enables the reconfiguration of existing optical

wavelengths and the creation of new ones in critical network paths, providing two

key advantages. First, OTP allows for localized link bandwidth scaling to reduce

congestion in the oversubscribed network links. Second, OTP provides new paths for

forwarding traffic and absorbing dynamic traffic shifts caused by unexpected events.

Harnessing these benefits in practice to satisfy the two requirements of TE systems,

however, requires addressing three key challenges. First, implementing OTP on large

networks requires a significant investment in optical equipment, such as transponders

and amplifiers, to establish new traffic forwarding paths. Second, the current optical

equipment deployed in WANs often experiences substantial reconfiguration delays due

to optical path-protection mechanisms, such as amplifier gain control and transponder

power adjustments. These mechanisms are at odds with the temporal requirement.
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Finally, there is no unified formulation to evaluate the effectiveness of OTP versus

static allocation and determine the optimal routing of traffic flows through the

network by considering the benefits of OTP compared to static backup paths.

To address these challenges, we present GreyLambda, a framework that enhances

current TE systems by integrating OTP. GreyLambda comprises two innovative

components. Firstly, a heuristic algorithm that capitalizes on the presence of

latent hardware resources, e.g. optical transponders, at high-degree nodes to offer

bandwidth scaling on up to two links simultaneously. At the core of this algorithm is

a theorem that demonstrates the benefits of these resources increase with the degree

of the node in which they are placed. This directly addresses the spatial requirement

by mitigating losses locally through simple optical layer bandwidth adjustments,

rather than performing a global computation of all paths and flows. Secondly, we

conduct lab-based experiments on commercial long-haul optical fiber hardware to

delve into the reasons for optical path reconfiguration latencies and present a method

to reduce these latencies to milliseconds for paths with several optical amplifiers.

Finally, we demonstrate the potential of GreyLambda to enhance the performance of

two state-of-the-art TE systems, SMORE [166] and NCFlow [1], by integrating the

two components of GreyLambda and evaluating the results in real-world topologies

with challenging traffic and link failure scenarios.

6.2 Background and Motivation

6.2.1 Traffic Engineering. WAN infrastructures are costly investments,

and the routing systems adopted by the public Internet, e.g., OSPF and IS-IS,

are prone to suffer high performance impacts from node or link failures unless the

infrastructure is highly over-provisioned, e.g., with links typically using 40%-60%

of their available capacity [129] at any given time. To maximize the return on
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investment from WAN infrastructure and to achieve higher utilization of the links

that connect end infrastructures (e.g., data centers), TE has been widely used

by large content and Internet service providers (e.g., Verizon, Microsoft, Google,

etc.) [35, 129, 130, 146, 163, 166, 179, 189, 252]. At a high level, the TE formulation

consists of three steps: (1) observe network demand and link utilization, (2)

optimize traffic allocations (including path selection and flow allocations per path)

according to the observed demands using numerical optimization solvers, and (3)

update the forwarding state of network routers and switches using the optimization

result [308, 322]. In this work, we are primarily concerned with step 2 of TE and

contribute a framework that enables TE to solve this step quickly when bandwidth

demand on links in the network is greatest (e.g., from flash crowd events or from fiber

cuts).

TE optimization has been the subject of numerous recent studies [35, 129, 146,

166, 179, 189, 252]. These efforts have been prompted by the shortfalls of greedy,

shortest path routing, for managing inter-datacenter traffic at scale [129] and

advances in programmable network monitoring and control software [28,195,279]. TE

optimization solvers are expected to compute as well as provision traffic paths and flow

allocations on those paths approximately once every five minutes [35,129,322]. We call

this the temporal requirement of TE optimization solvers. Although MCF is the most

optimal way to route network traffic, solving MCF-based TE optimization is infeasible

for large networks [129]. In light of this, a host of TE systems have been proposed

to address the temporal challenge while maintaining high throughput throughout the

network [2, 166, 189]. We note that any solution to scale the performance of TE

systems should satisfy the temporal requirement.
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6.2.2 State-of-the-art and their Limitations. Our work is motivated by

the following two key limitations of state-of-the-art TE systems:

Limitation 1: Falling Short of the Spatial Requirement.

Complementary to the temporal requirement is the spatial requirement of TE

systems. The spatial requirement pertains to the geographic scope of the network

infrastructure considered (e.g., all links vs. top k links) by TE optimization solvers in

the face of unforeseen events with dynamic shift traffic, such as flash crowds and fiber

cuts. Typically, TE optimization runs globally, addressing the spatial requirement in

a roundabout way, i.e., by provisioning flow tunnels along edge-disjoint paths [166]

or by reserving headroom on all network links in case of an unforeseen event [179].

Prior efforts have pointed out that events typically have a local spatial scope [65,252],

potentially affecting only a handful of links in the network. Thus, reducing the spatial

scope to the affected links is key to accelerating the TE optimization step and scaling

network performance.

To illustrate, we investigate how frequently a given link in Microsoft Azure’s global

WAN [20] experiences congestion loss—defined as bandwidth demand greater than

link capacity—during a diverse set of flash crowd and fiber cut events. To this end,

we generate 432 traffic matrices (see § 7.5 for details), where each matrix targets one

direction of a single link in Azure’s network. We plot the number of times that each

link in the network sees congestion loss given different TE routing strategies, including

equal-cost multi-path (ECMP) routing, semi-oblivious path selection1 with MCF

(SMORE [166]), and MCF (without path-based restrictions) in Figures 16, 17, and 18.

1Oblivious with respect to traffic demand. These paths are pre-computed for the network without
considering demand, similar to ECMP. Unlike ECMP, they are chosen to effectively minimize the
sharing of edges between flows.
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Figure 16. Total Congestion Loss events per link in Azure with flash crowds with
various TE schemes.
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Figure 17. Total Congestion Loss events per link in Azure with flash crowds and one
link failure with various TE schemes.
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Figure 18. Total Congestion Loss events per link in Azure with flash crowds and two
link failures with various TE schemes.

In this analysis we show ECMP because of its historical significance and because

it is still used in networks today. ECMP forwards traffic along the shortest paths

between hosts. Therefore links that are central to the topology end up being

bottlenecks as they are on the greatest number of shortest paths. Thus, relying on

them to forward the bulk of traffic leads to a small number of links being congested
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by many different traffic events. This is clearly visible in Figures 16a, 17a, and 18a,

where some links are congested by upwards of 20 different traffic matrices.

At the other end of the spectrum, MCF makes the optimal choice for routing

paths considering traffic. This routing strategy is as close to as perfect as we can

get concerning TE, but is not scalable; solving MCF for Azure in our experiments

took more than an hour to solve for each traffic matrix. Even with this optimal path

selection and forwarding strategy, Figures 16b, 17b, and 18b, show a small number

of links (fewer than other routing strategies) that are congested by more than one

event.

SMORE is more scalable than MCF, but also has more links that are critically

impacted by multiple flash-crowd/fiber cut scenarios. Figures 16c, 17c, and 18c

show that the result for congestion loss events per link in SMORE is also a long-

tail distribution that falls somewhere between those observed in ECMP and MCF.

SMORE is the latest of these three TE strategies and therefore we exclude ECMP

and MCF from the rest of the paper.

Takeaway: There is a small set of critical network paths that are affected by

a diverse set of congestion-causing events (including flash crowds and multi-link

failures). Unfortunately, many of the TE solvers run globally (i.e. without considering

the right scope of the critical paths as part of the spatial requirement).

Limitation 2: Not Considering the Temporal and Spatial Requirements of

TE Simultaneously.

NCFlow [2] partitions the network topology into a small number of clusters,

which they refer to as contractions, and solves a TE optimization within each

network contraction in parallel, while also optimizing inter-contraction traffic.

BlastShield [161] also partitions the network into clusters, but uses distributed
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controllers to route traffic through each cluster (rather than having the optimization

coordinated by one central server as in NCFlow). While these solutions scale to global

content provider networks and satisfy the temporal requirement of TE, they still fall

short regarding the spatial requirement by maintaining a simplified view of network

topology that lacks geographic considerations such as the impact of fiber cuts on

shared links.

Researchers have proposed systems for WAN operation considering the spatial

requirements of TE. For example, SMORE [166] makes use of oblivious path selection

to route traffic so that shortest-path links are not oversubscribed. Unfortunately,

SMORE is still unable to meet the spatial requirement for some flash-crowd and link-

failure scenarios; the fixed bandwidth available on links leads to infeasible solutions

where bandwidth allocated to critical links exceeds capacity. Figures 16c, 17c, and 18c

illustrate this observation, where the same critical links are oversubscribed by various

flash crowd and link-flood scenarios. This is similarly the case for other TE

systems that have fault tolerance as a core design constraint, such as FFC [179]

and TeaVar [35]. These systems attempt to reduce the impact of spatial events like

flash crowds and link failures by under-subscribing network links such that there

is additional room on alternate path links when the primary path fails or is over-

subscribed.

Recently, there has been a promising line of work highlighting packet-optical

network co-optimization and topology reconfiguration in response to events such as

link failures. For example, Arrow [322] enables partial restoration of lost link capacity

by using transponders at the ends of a failed link to activate a new optical circuit on an

alternate physical path. The system relies on amplified spontaneous emission (ASE)

noise generators to occupy spectral bandwidth on redundant paths until a traffic-
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carrying signal replaces the noise channel on a backup fiber. Arrow uses a system of

linear programming optimization functions to choose restoration paths from a set of

candidates and maximize throughput for end-to-end traffic on the (partially) restored

path. The optimization runs globally across the entire network and depends on ASE

channels to meet the temporal requirement of TE. If these ASE noise channels are not

available the reconfiguration latency increases from seconds to tens of minutes [322],

which is at odds with the temporal requirement. This is also a limitation because

there is no oracle to tell which link will fail a priori and thus the ASE channels cannot

be maintained globally for every link in the network. This limitation notwithstanding,

Arrow is a key inspiration for this work and points us to a novel opportunity that we

leverage in this work.

Takeaway: A body of solutions consider the temporal requirement but fall short

of the spatial requirement. The solutions that prioritize the spatial requirement do

not get the right geographic scoping of critical network paths. What is critically

lacking is a solution that satisfies both the temporal and spatial requirements of TE

simultaneously.

6.3 Opportunity

We observe a new opportunity to address both these requirements simultaneously

in the TE optimization step by leveraging OTP, a recent advancement in optical

networking. Using OTP, an operator can affect a network’s topological structure via

optical wavelength reconfiguration in addition to the traffic forwarding behavior.

OTP leads to two new opportunities for accelerating TE optimization and

satisfying both requirements. First, it allows a network’s underlying topology to scale

capacity on demand in a fine-grained, localized fashion to avoid congestion resulting

from a fiber cut or flash crowd. Second, OTP enables an operator to amplify the
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benefits of traditional TE mechanisms. Improved general network performance is

possible because changes made at the optical layer give us increased possibilities for

forwarding traffic on new paths in the face of network events.

To illustrate these opportunities, Figure 19a shows a simple graph/network with

two nodes v, w connected via edges/fiber, with the number of wavelengths per

edge indicated. Figure 19b shows an optimally resilient static allocation of three

wavelengths in the sense that for any two fiber cuts, as in 19c, at least one wavelength

remains between v, w. With OTP, all wavelengths can be steered onto the surviving

fiber, restoring the original throughput for the network 19d.

Figure 20a illustrates a traffic shift without failures. In this case, previous traffic

required bandwidth of 2 between s, t and v, w. However, if traffic shifts to flow only

between s and t, any TE is limited to a throughput of 2 as shown in 20a, whereas

TE+OTP can adapt to the situation and obtain a throughput of 4 as shown in 20b.

6.4 Challenges

Leveraging OTP to scale TE systems entails three unique challenges:

(C1) Is it possible to identify and run OTP on certain critical paths to satisfy

the spatial requirement? Large WAN networks have hundreds of nodes and many

more edges, e.g., the Azure network discussed in § 6.2 has 113 nodes and 216

edges. Enabling OTP on every one of these links globally would require significant

investments in equipment to guarantee that a backup path could be provisioned for

every possible link failure event. In addition to the hardware support required, there

are also practical concerns for the reliability and efficiency of a software system trusted

to orchestrate dynamic physical connections between all of the network nodes across

all of the potential paths. Such an investment is not realistic and therefore, to reap
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Figure 19. A physical graph with three transponders at every node in (a). The most
resilient way to statically allocate wavelengths is shown in (b), as two fiber cuts are
survivable, as in (c). With OTP, however, we can recover from these two fiber cuts
and retain three wavelengths between v, w as in (d).
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Figure 20. A physical graph with four transponders at each node in (a). Adapting the
static wavelength allocation in (b) yields a gain factor of 2 for the throughput from s
to t in (b). Conceptually, the minimum cut between s and t limited the performance
of TE in (a). OTP on the other hand increased the minimum cut to 4, by moving
wavelengths away from the middle fiber.

the benefits of OTP, we must be strategic concerning which links in the network

would benefit the most with reconfigurability.

(C2) How can wavelength reconfiguration latencies be reduced to satisfy the

temporal requirement in the absence of amplified spontaneous emission (ASE) noise

generators? Historically, OTP has not been widely used in WAN networks due to the

reconfiguration latency that occurs when activating a new circuit on a shared fiber

span [211]. Moreover, careful measures must be taken to ensure that the introduction
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of a new circuit to a fiber span does not degrade the optical layer performance (as

shown in § 5.3.2). In light of these limitations, packet and optical network innovations

have generally occurred independently of each other [212], and bridging the chasm

between the communities require revisiting some of the base assumptions (e.g., TE

assuming that there is a stable and static topology).

(C3) What are the benefits of OTP for existing TE systems? In the absence of

large-scale optical testbeds to pragmatically investigate the benefits of OTP, it is

important to understand how existing TE systems pair with OTP. To do this, we

require answers to several what-if questions regarding network performance (e.g.,

throughput, latency, utilization) under a diverse set of operational configurations,

including TE system, demand profiles, and OTP capabilities.

6.5 Design Approach and Roadmap

We propose a framework called GreyLambda that seeks to scale the performance

of current TE systems by integrating OTP to accommodate dynamic traffic shifts

and unforeseen events such as fiber cuts. Concretely, GreyLambda augments existing

TE systems with OTP at the right scope concerning an area impacted by congestion

or failure, enabling it to react quickly with a locally optimal solution that has global

benefits for network performance. For example, the system could be configured to

respond with topology adaptation (adding links or bandwidth to specific pairs of

nodes) only in the event of link failure if desired or deployed more liberally to change

the topology with traffic if there is a high likelihood of performance benefit.

At the core of GreyLambda are the three novel insights:

(I1) To address C1, GreyLambda leverages insight from the formal model with

theoretical guarantees (presented in § 4.2) to reduce the scope of TE optimization

and identifies certain critical optical layer links (§ 6.6).
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(I2) To address C2, GreyLambda employs a fast topology programming

mechanism (described in § 5.4) to reduce the wavelength reconfiguration latencies

of links identified in (I1).

(I3) To address C3, GreyLambda informs TE (at the network layer) about those

identified links, thus amplifying the TE benefit and accelerating its solution process

(§ 6.7).

6.6 Reducing the Scope of TE Optimization

To satisfy spatial requirements we address two goals: (G1) Identify critical links

in a topology, e.g., such as those that underlie WANs for cloud and Internet service

provider backbones, where GreyLambda will have the greatest benefit. (G2) Reduce

the spatial scope of TE optimization to the critical links.

We show how to achieve G1 considering the physical topology alone before traffic

is running through the network. To do so, we leverage an intuitive feature of mesh

topologies, namely that they contain high-degree nodes where bandwidth scaling can

be achieved for any two adjacent edges with as few as two extra transponders at the

incident nodes. Leveraging this feature, we hone into the links that are being affected

by high demand and temporarily increase their capacity at the optical layer, thus

reducing the scope of TE (G2), and saving traffic loss that would occur while an

optimization solver recomputes and allocates flows onto new paths.

Concretely, Theorem 1 proves that the throughput and utilization gain factor of

enabling optical topology programming is between one and O(∆), for wavelengths

between neighboring nodes, where ∆ = maxv∈Vv) is the maximum node degree v) in

the physical graph G: i.e., a low node degree implies low potential benefits, whereas

a high node degree signals large potential benefits. We further prove that these

bounds hold for any graph, under any edge (i.e., fiber) failure and demand scenario.
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Intuitively, this result quantifies how much (over)utilization can be reduced, or

throughput increased, under changing traffic demands and edge failures, by adapting

the wavelengths dynamically.

The theorem informs our heuristic algorithm (in § 6.6.1) and reduces the scope

of the TE objective function by limiting the number of flows that are considered

for forwarding path adjustments. For example, when traffic shifts dramatically in a

typical network, the TE controller recomputes flow allocations globally for all network

paths. However, when we scale bandwidth at the optical layer we only need to consider

the paths that are contending for bandwidth on the critically affected link and scale

bandwidth on it accordingly.

6.6.1 Model-based Bandwidth Scaling Algorithm. The theoretical

result from Theorem 1 suggests that the benefit of a reconfigurable topology vs. a

statically configured one is signaled by the maximum node degree in the network.

We leverage this finding to strategically place two additional transponders at every

node in the network, knowing that their benefit will be the greatest at nodes with

high degree. We call the transponders that are provisioned for the express purpose of

reconfigurability fallow, which refers to an agricultural practice in which fertile land

is plowed but not seeded, and is instead left idle until better growing conditions are

present. The intuition of this practice for WAN operation, as motivated by Theorem 1,

is that the best link for the fallow transponders to activate upon will be determined

by the changing operating conditions of the network, for example in response to flash

crowds or link failures.

Provisioning fallow transponders in the network has multiple benefits that we

explore in this work. In addition to allowing for bandwidth on demand at key

moments and places in the network, it is consistent with WAN operator goals
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regarding high-utilization and lower capital expenses. In § 7.5 we give a detailed

analysis of the cost and benefit of static topologies compared to dynamic topologies.

Finally, strategically provisioning fallow transponders dramatically aids in reducing

computational complexity for optimally choosing where and when to activate

reconfigurable links.

Algorithm 1 shows the conditions for activating bandwidth on demand for links

where traffic is lost from congestion (e.g., from flash crowds or link failures). The

first condition that we check is whether the nodes incident to the traffic loss event

(congestion or failure) have fallow transponders. If they do, we activate these

transponders to establish a higher-bandwidth link between the two nodes. The

condition looks for opportunities to scale bandwidth on pre-existing IP links, and

therefore the additional bandwidth on these links can be instantiated without re-

computing TE flow allocations and forwarding paths. The second condition fires

when there are no fallow transponders at the nodes incident to the loss event. In such

cases, it searches the topology for links in which to increase bandwidth such that loss

will be averted. These mechanisms simply offer higher bandwidth to the existing TE

controller and enable the system to be integrated without constructing a new TE

optimization algorithm.

The “Activate Link” method should be rapid to minimize traffic loss before the

network paths are updated. In the following section, we explore the capabilities of

modern optical networking hardware and benchmark the time for activating a long-

haul circuit.

6.7 Evaluation

We demonstrate the benefits of OTP in practice through simulations by

augmenting IP-layer TE schemes with OTP. Our goal is to quantify the improvements
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Algorithm 1 Bandwidth Expansion Algorithm

Require: u, v ▷ nodes incident to a congestion or loss event
if u has fallow transponder & v has fallow transponder then

Activate Link(u, v)
else

Find nodes (û, v̂) with fallow transponders near event.
Activate Link(û, v̂)

end if

that existing TE schemes can achieve by using OTP vs. static backup paths. We

analyze the performance impact from (one or two simultaneous) fiber cuts and

different traffic demands on flows routed through networks. Since a fiber cut in

the physical layer may result in the loss of several IP connections, we posit that the

rapid reconfiguration of wavelengths enabled by OTP is key to boosting the efficiency

of TE schemes.

GreyLambda Simulator
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Initialize Physical and 
Logical Topology Process Traffic Matrix 

using TE Algorithm

Congestion or 
Throughput Loss? No

Apply OTP method
& update topology Yes

Topology

Link Failure 
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TE Algorithm

OTP Method
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(b) (c)

(d)(e)

Figure 21. Architecture of the GreyLambda simulator.

6.7.1 Simulator Parameterization. The inputs to the GreyLambda

simulator are shown in figure 21 (a). Parameterized topology settings include the
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bandwidth of optical links, the initial quantity of links between each pair of nodes,

and the number of fallow transponders allocated to each node. The user can define

a set of physical layer link failure scenarios and a high-level description of traffic in

terms of aggregate volume and type. For example, in our analysis that follows, we use

the link failure and traffic description parameters to simulate link failure scenarios on

each link with traffic matrices whose demand would be concentrated on the failed link.

The TE algorithm parameter defines how traffic is routed in the network, and can be

plugged in with any existing TE scheme (e.g., SMORE, NCFlow, etc.). Finally, the

OTP method defines how the topology changes to mitigate loss in instances where

the TE algorithm can not.

The generic execution of a typical GreyLambda simulation follows the following

discrete steps, which start at Figure 21 (b). First, the topology is initialized

and traffic matrices are generated according to the high-level description. The

simulator maintains complementary IP and Physical layer views of the network;

resource allocations at the optical layer are kept in the physical layer view, and

their culmination in terms of connectivity and bandwidth is reflected in the IP layer

view. A series of traffic matrices are constructed according to the description passed

in. These can be made with generic traffic matrix generation scripts (e.g., [126]) or

custom traffic generation methods. We use a custom method, described later in this

section to generate traffic matrices for flash crowd scenarios.

In Figure 21 (c), the GreyLambda simulator processes a traffic matrix with the

TE algorithm chosen by the user. Subsequently, it checks whether any links in the

network were congested or if aggregate throughput was below a desired threshold

(e.g., 100%), as shown in Figure 21 (d). In the case that no traffic loss or congestion

occurs, the GreyLambda simulator is functionally equivalent to a TE simulator for
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the given TE algorithm. That is, it processes the next traffic matrix in the series

until there are no matrices left.

The Greylambda simulator employs an OTP method (Figure 21 (e)) when it

detects link congestion or a throughput drop below the desired threshold. In this work,

we evaluate the OTP method defined by Algorithm 1 in § 6.6.1. This method queries

the transponders available at each end of the congested link(s) and activates a pair

of complimentary transponders across those links when possible. Our experiments

from 5.4 serve as a baseline for this step as the GreyLambda simulator estimates link

reconfiguration times using experimental data and the model given in Figure 15b.

After this process is complete, the GreyLambda simulator returns to step Figure 21 (c)

and processes the next traffic matrix with the updated topology.

The simulator’s methods for finding transponders at each network node and

activating an optical signal between pairs of complimentary transponders serve as

templates that can be used to define look-up and control messages to hardware in a

real-world topology. To move GreyLambda from the simulated environment to a real-

world deployment one would extend their SDN controller by adding the amplifier gain

lookup table described in 5.4 and implementing the hardware querying and control

messages templated in the simulator’s code.

Topologies: We include topologies from five large content and Internet service

providers in our evaluation. These topologies come from Internet Atlas [75] and

manual transcription of publicly available network infrastructure maps [20, 21]. A

summary of the topology information is given in table 5.

Wavelength blocking: In wavelength division multiplexed (WDM) networks,

an optical signal can use a link only if there is spectral bandwidth available for that

signal. We construct our wavelength topology such that the wavelength blocking
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Network Nodes Edges
B4 [21] 54 118
Zayo [75] 96 110
Verizon [75] 116 151
Azure [20] 113 216
Comcast [75] 149 195

Table 5. Network topologies used in this study.

constraint is satisfied by leaving spectrum available for a single optical wavelength

on each fiber. We also assume that the two fallow transponders at each node are

tunable, i.e., that their frequency can be adjusted to match the available spectrum on

an adjacent fiber. We note that wavelength tunable transceivers for long-haul paths

are commercially available [282].

IP path selection and flow allocation: We compare the performance of two

recent state-of-the-art TE algorithms, namely SMORE [166] and NCFlow [1]. Given

an IP topology and traffic matrix, we simulate the traffic on the network with both

TE systems and compare their performance with and without GreyLambda.

Traffic matrix generator: We constructed traffic matrices to emulate flash

crowd events targeting each individual link in each network topology. To construct

these matrices, we find the set of shortest paths for all pairs of nodes in the network,

then for each link in the network, add flow demand in a traffic matrix for all flows

that share the given link in their set of shortest paths. Algorithm 2 shows our flash

crowd generation method explicitly.

6.7.2 SMORE Comparison. We emulate flash crowd events, each with

an aggregate strength of 2x link capacity against every link in the five large CDN and

ISP topologies while removing up to two links. We then compare the performance

of SMORE vs. SMORE+GreyLambda in these scenarios. Figures 22– 26 show the
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Algorithm 2 Flash Crowd Traffic Matrix Generation

Require: G = (V,E) ▷ Network topology G of vertices V and edges E.
Require: f : (u, v)→ list : paths ▷ map of links in topology to paths using that
link

Require: aggregate strength ▷ Volume of flash crowd traffic desired in each matrix
Require: list : D ▷ list of |E| demand traffic matrices. Each n× n zeros where
n = |V |
for d, (u, v) ∈ D, f do

n paths = f [(u, v)].length ▷ —paths— containing (u, v)
flow strength← aggregate strength/n paths
for p ∈ f [(u, v)] do

s = p.head
t = p.tail
d[(s, t)]+ = flow strength

end for
end for
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Figure 22. Throughput in Zayo under flash crowds combined with one and two link
failures.
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Figure 23. Throughput in B4 under flash crowds combined with one and two link
failures.

results for aggregate network throughput. Overall, we find that GreyLambda can

increase the throughput of SMORE for all traffic and link-failure scenarios.
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Figure 24. Throughput in Verizon under flash crowds combined with one and two
link failures.
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Figure 25. Throughput in Azure under flash crowds combined with one and two link
failures.

0.6 0.7 0.8 0.9 1.0
Throughput

0.0

0.5

1.0

CD
F

(a) Flash Crowd

0.6 0.7 0.8 0.9 1.0
Throughput

0.0

0.5

1.0

CD
F

(b) Flash Crowd+1 Link
Failure

0.6 0.7 0.8 0.9 1.0
Throughput

0.0

0.5

1.0
CD

F

(c) Flash Crowd+2 Link
Failures

Figure 26. Throughput in Comcast under flash crowds combined with one and two
link failures.

Spatial requirement: In all figures 22– 26, we see a gap in the CDF for

throughput between SMORE and SMORE+GreyLambda. This gap indicates that

the spatial requirement of TE is not being met in many scenarios by SMORE

alone. It shows us that GreyLambda enables SMORE to improve aggregate network

throughput in all traffic and fiber cut scenarios. This performance boost is attainable

because GreyLambda considers the spatial requirement as a primary objective. In

other words, GreyLambda hones into points of the network where traffic is being

127



dropped and increases the capacity at those locations. This capability reduces

network bottlenecks that SMORE considers as a fixed constraint, thereby allowing

more traffic to flow through the network.

Temporal requirement: Among the networks and failure scenarios Comcast

and Verizon are the only two networks for which SMORE’s TE execution time

exceeds 1 min. The max/median/min for Comcast’s optimization times are

69.8 s / 53.0 s / 39.3 s while Verizon’s are 51.5 s / 15.0 s / 13.4s. Generally, SMORE

can compute the TE optimization within the 5 min interval required by network

operators. The max link length in Comcast is 3840 km and the 90th percentile is

640 km; therefore, from our analysis in § 5.4 the estimated reconfiguration time for

the longest link, with 47 amplifiers, is 2 to 4 s, and 0.8 s or less for 90% of the

links (where the number of amplifiers is 7 or fewer). Therefore, GreyLambda meets

the temporal requirement for TE. The time gap between GreyLambda and SMORE

shows an opportunity to enhance the performance of network traffic with SMORE by

quickly allocating bandwidth on congested links or around failed links more quickly

than the time taken to recompute network flow allocations.

6.7.3 NCFlow Comparison. We compare the performance of NCFlow [2]

by itself versus NCFlow+GreyLambda. This analysis uses the latest available version

of the NCFlow simulator [1]. We make minor changes to the simulator to support

GreyLambda by adding ∼700 lines of Python code. These code changes support

the GreyLambda analysis by (1) allowing us to process NCFLow traffic matrices

with different topology configurations (i.e., to support variable capacity edges) and

streamlining the reporting of performance data from experiments, such as total link

utilization on each network link after an experiment.
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Similarly to the SMORE analysis previously reported, we test the performance

of NCFLow and NCFlow+GreyLambda during flash crowd events as well as single

and double link failure events. Our findings show that NCFlow+GreyLambda can

fully satisfy all demands during flash crowd and fiber cut events in all five networks

studied.

Spatial requirement: We find that in many cases, where there is a flash crowd

or link failure in networks running NCFlow, throughput is severely impacted. As

was the case with SMORE, there exist scenarios in a fixed network topology and

among potential link failure scenarios where mitigating traffic loss is simply infeasible.

However, NCFlow+GreyLambda can completely mitigate all traffic loss that occurs

among the set of fiber cut and flash crowd scenarios.

Temporal requirement: In every experiment with NCFlow (on every network,

traffic, and link failure scenario) the maximum time to solve the TE objective function

is less than 3 s and the average TE computation time is 0.03 s. NCFlow satisfies the

temporal requirement of TE. In cases where NCFlow is not able to completely fulfill

the throughput demands, NCFlow+GreyLambda can bring a new link online in as

few as 3 s, potentially stymieing losses at 300 Gb total for a 100 Gb link. Note that

with TE alone the loss would endure so long as the traffic demand continues or until

a physical link restoration is made.

Extended discussion on NCFlow: It may be surprising that NCFlow+GreyLambda

results are flawless concerning throughput. The reason we can guarantee such

performance comes down to the speediness with which NCFlow solves its optimization

function; when a link failure or traffic surge occurs, we can simulate the network

throughput assuming every link has 2x bandwidth offline, then find which links in

the network were utilized above 50%. When we go to implement the bandwidth
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expansion along the constrained path with GreyLambda, we only need to activate

links along the path where throughput was above 50% in the prior simulation. We

can also find the critical path for expanding bandwidth in 0.03 s after the first traffic

loss event is detected.
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Figure 27. Throughput in Zayo with NCFlow and NCFlow+GreyLambda.
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Figure 28. Throughput in B4 with NCFlow and NCFlow+GreyLambda.
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Figure 29. Throughput in Verizon with NCFlow and NCFlow+GreyLambda.

6.8 Related Work

Optimizing WAN network performance via TE has been of interest to both

industrial and academic communities [2, 129, 137, 140, 170]. Approaches include

B4 [137], SWAN [129], Owan [140], SMORE [166], and others [46, 61, 93, 110, 127,

130



0.5 0.6 0.7 0.8 0.9 1.0
Throughput

0.0

0.5

1.0
CD

F

(a) Flash Crowd

0.5 0.6 0.7 0.8 0.9 1.0
Throughput

0.0

0.5

1.0

CD
F

(b) Flash Crowd+1 Link
Failure

0.5 0.6 0.7 0.8 0.9 1.0
Throughput

0.0

0.5

1.0

CD
F

(c) Flash Crowd+2 Link
Failures

Figure 30. Throughput in Azure with NCFlow and NCFlow+GreyLambda.
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Figure 31. Throughput in Comcast with NCFlow and NCFlow+GreyLambda.

136,138,152,222,252,253,302,325], each of which aims at improving the utilization of

inter-datacenter WANs. A survey of related efforts is available here [7, 100, 273]. We

posit that deployment of the techniques described in these studies along with OTP

has the potential to improve performance results. Efforts complementary to ours

include [46, 110, 152, 302, 322]. These share our goal of introducing programmability

to the optical layer. However, with the exception of [322], these efforts do not address

the performance penalties incurred by reconfiguring optical components in WANs.

While [322] uses ASE noise channels to prime amplifiers for the addition of new

wavelengths, we track and set amplifier gain explicitly, thus enabling new wavelengths

to be provisioned between nodes where ASE noise channels are not present.

Provisioning infrastructure to enhance the robustness of networked systems has

been a focus of many prior studies including backup routing [105], preventive routing

via risk analysis [80], management system for provisioning [37], and backup paths

via IGP link weight optimization [103] or RSVP-TE’s fast reroute mechanism [228].
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In the absence of dynamic allocations enabled by OTP, prior work has focused on

fast failure recovery techniques at the higher layers of the network (e.g., [9,128,246]).

Our work can be used in conjunction with these efforts since it augments the network

capacity by dynamically allocating wavelengths to the recovery paths.

OpenConfig [226] provides the optical networking community with an “open”

system [64] designed to connect the optical and IP layers. While OpenConfig is a

compelling effort, given the scope of the technical challenges, we posit that the current

level of attention in the networking community is not nearly enough. Specifically, to

enable programmability at the optical layer, we must understand the potential gains

and challenges in realizing OTP—the main focus of this chapter. Currently, there is

no unified formulation of how much value OTP-like methods can bring to currently

deployed TE schemes. Without such understanding, providers will be reluctant to

adopt OTP, since it implies a radical change in a network’s control system.

The concept of OTP has similarities with prior work on providing cross-domain

light path provisioning for multi broker-based multi-domain software-defined elastic

optical networks (SD-EONs); e.g., see [41,42,53,191,261,313] and references therein.

These broker-based approaches realize cross-domain light path provisioning with Nash

bargaining-type cooperative games [53, 261]. Whereas the experiments described in

this chapter focus on demonstrating and quantifying the performance of OTP. In

contrast, the work on a distributed multi-continental infrastructure reported in [41]

is concerned with assessing the feasibility and validity of managing the workflow of a

broker-based architecture.

Mahimkar et al. designed a bandwidth on demand service, and benchmarked link

activation times between ROADMs [188]. Their system was described as a service that

a tier-1 ISP might provide for large clients (e.g, cloud providers). We differentiate our
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work from theirs in that we study the benefit of OTP with TE in a more limited scope

by addressing the performance penalties imposed by amplifiers and transponders.

A method for optimizing bandwidth globally using bandwidth variable

transceivers (BVTs) is considered by Ives et al. in [136]. A followup effort [135] varies

the length of fiber spans and quantization steps for BVTs to analyze the throughput

gains in a point-to-point (and not transparent) network. Both efforts seek to tackle

the problem of reconfiguring optical transponder’s modulation formats, while only

the first one considers wavelength routing. We note that these efforts produce static

allocations for optical paths and do not consider rapid reconfiguration or recovery in

the face of unforeseen events like fiber cuts or flash crowds.

Similar to our effort, stabilizing optical paths via predetermined amplifier gains

are explored in [205,224]. In particular, Oliveira et al. [224] show that they can use a

cognitive approach to select amplifier gain. Building on top of [224], Moura et al. [205]

present a case-based-reasoning solution for stabilizing circuits in OTP. These efforts

require extensive offline measurements of the amplifiers in the network. In contrast

to these efforts, we do not require such measurements; we build our knowledge of

the amplifier’s optimal gain by directly applying wavelengths to the optical path

and saving the resulting configuration settings in a lookup table for future reference.

Moreover, unlike these efforts, we also capture and explicitly set the power levels

between the transponders and ingress amplifiers.

6.9 Summary

In this work, we present GreyLambda, a framework for augmenting traffic

engineering with optical topology programming. We present theoretical models to

quantify the potential benefit of topology programming. We then conduct lab-

based experiments on long-haul optical fiber to quantify, dissect, and reduce the link
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reconfiguration time from minutes to milliseconds. Finally, we bring the theoretical

model and data from our lab experiments together with a cross-layer optical and

traffic engineering network performance simulator. We use the simulator to analyze

the benefit of topology programming for five real-world network topologies under

diverse traffic and link failure scenarios using two state-of-the-art traffic engineering

systems. We find that optical topology programming offers a significant benefit to

network performance during high traffic and adverse link failure scenarios.
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INTERLUDE: LINK-FLOOD ATTACKS

A link-flood attack (LFA) is a DDoS attack that overwhelms the network

bandwidth for a victim [202]. This attack can be broken down into a sequence of

steps that the attack may repeat indefinitely. Figure 32 shows a high level overview

of the stages of an LFA. First, the attacker gathers information about the network

from any available sources. Then, they aggregate this data to construct a map of

the network. The map is used to identify weak links in the network.We refer to

these two steps as the reconnaissance phase of the LFA. After the reconnaissance

is complete, the attacker deploys bots strategically within the network. Then, the

bots being sending packets through the network that appear as legitimate messages

and web queries but that flood the link and thereby make communications across

that link severely limited for all other legitimate users. Chapter VII shows how OTP

can subvert network reconnaissance efforts and Chapter VIII shows how OTP can be

used to reconfigure the topology of a network during an ongoing LFA and thereby

minimize the attack’s impact on network availability.

1. Observation
Collect network 

information from
diverse sources e.g., 

Traceroute, RTT 
Delay, NOC leaks.

2. Reconstruction
Create map of 

network’s links, their 
capacities, and active 

utilization.
Identify critical links 

and select set of bots 
to target the links.

3. Denigration
Launch a link flood 
attack against the 

network’s most 
vulnerable links.

Figure 32. Attack stages for an LFA. Chapter VII presents an applications to mitigate
the reconnaissance steps (1 and 2). Chapter VIII presents an application to address
the active denigration stage of the attack.

135



CHAPTER VII

DOPPLER: A FRAMEWORK TO DEFEND NETWORK RECONNAISSANCE

ATTACKS

This chapter contains previously unpublished coauthored material currently

in submission [218]. This work is coauthored with Loqman Salamatian and

Ramakrishnan Durairajan. The dissertation author collected the data used in this

section. Loqman Salamatian used the data to implement the attack presented. The

dissertation author designed and implemented the defense mechanism for the attack

and ran the experiments assessing the efficacy of the defense. The coauthors assisted

with editing.

7.1 Introduction

The prevalence of Distributed Denial-of-Service (DDoS) attacks is increasing,

posing a significant threat to today’s Internet [40,67,104,237]. The escalating attack

volumes, diverse attack strategies, and the low cost to launching such attacks make

DDoS a critical issue. A key trend in this context is the growing focus of attackers

on infrastructure through reconnaissance. This involves fingerprinting the network

(e.g., mapping link bottlenecks using traceroute) and sending targeted traffic to

flood those identified bottlenecks [149, 260]. The ultimate objective for attackers is

to execute adaptive DDoS attacks, characterized by a cycle of attack, reconnaissance,

adaptation, and repetition.

To combat network reconnaissance, several efforts have investigated IP-

based topology obfuscation techniques. Notable efforts including NetHide [196],

EqualNet [153], ProTo [131], among others, employ virtual IP addresses and obscure

the topology by adding virtual links. However, using virtual addresses in a network

is costly and not scalable, as they consume allocable space and disrupt the typical
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routing-tree model. This reduction in allocable addresses, combined with the scarcity

of IPv4 addresses, has led to the squatting of addresses in networks—a trend that may

be incentivized by obfuscation techniques inflating address numbers. Additionally, the

claim that virtual IP addresses are unnoticed by adversaries due to randomization

within a subnet is questionable. Well-known techniques [30,101] exist today to detect

IP subnets, making a network’s subnet plan reversible and noticeable to outsiders.

Recent developments in the network measurement community highlight a novel

approach to extract topological information through delay measurements between

network hosts [238]. Originally intended for unraveling the topological characteristics

of private backbones owned by global cloud service providers, we show this method

poses a genuine threat to network security and privacy communities. Concretely,

our work introduces a first-of-its-kind network reconnaissance called the Ricci attack,

leveraging this approach. Unlike the traceroute-based reconnaissance, the Ricci attack

exclusively depends on end-to-end latency measurements, which are considerably

more challenging to disguise without potentially disrupting service for everyday users.

We demonstrate with four examples that network operators often publicly share

tools (e.g., via open network operations centers or NOCs) that can be exploited

to obtain the necessary latency information. Our approach is capable of identifying

on average 50% of the network connections (i.e., edges) that would be detected using

non-obfuscated traceroute probes, while relying solely on end-to-end latency data.

Taking a step back, an observation we make is that existing defenses to combat

network reconnaissance treat network topology as a static entity, obscuring only the

packet processing/forwarding logic. What is critically lacking are new dimensions

of defense agility that can programmatically control topological characteristics to

combat advanced network reconnaissance such as Ricci attacks.
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This work explores one such promising avenue for countering advanced network

reconnaissance by leveraging advances in optical networking called Optical Topology

Programming (OTP). OTP allows dynamic reconfiguration of the optical layer by

programming wavelengths. Our key insight is that dynamic reconfiguration at the

optical layer is oblivious to traceroute-based reconnaissance. Building on this

insight, in this work, we introduce the concept of “topology jitter” to thwart advance

network reconnaissance. Thus far, OTP have been adopted for classical networking

tasks (e.g., traffic engineering [73, 109, 210, 234]). To the best of our knowledge, the

benefits of OTP have not been explored in depth for defending advanced network

reconnaissance.

Bringing OTP to defend reconnaissance in practice, however, is fraught with three

challenges. The first challenge is to ensure that the defense is robust against multiple-

vector reconnaissance (e.g., traceroute, Ricci, etc.), even considering attackers’

awareness of our defenses and ability to adapt probing methods to changing network

topology. The second challenge is to prevent the inadvertent disruption of the

network’s functionality when employing OTP. Specifically, care must be to taken to

ensure that endpoints, which were identified as targets in a previous reconnaissance

mission, do not affect the performance of benign users or lead to a new DDoS once the

optical layer has been reconfigured. The third challenge is to make the output of the

reconnaissance on the updated network topology significantly different than from the

previous one in a cost-effective manner. This forces attackers to initiate a completely

new reconnaissance phase, as their prior insights are ineffective in launching an attack.

We introduce Doppler, an innovative OTP-based defense to fortify networks

against reconnaissance. Unlike conventional IP-based methods, Doppler induces

“topology jitter” by dynamically altering network links through manipulation of
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optical wavelengths, thereby rendering traditional reconnaissance tactics ineffective.

Doppler not only thwarts reconnaissance attempts but also maintains optimal network

performance. Our approach hinges on the fundamental premise that the adversary

seeks to identify and exploit specific source-destination pairs and their corresponding

traffic flows, rather than merely map the network topology. Thus, our objective is

to increase the cost for attackers to discern these flows. To this end, Doppler uses

the following key insights. First, Doppler ensures that the network is in a constant

state of flux, making reconnaissance attempts based on assumption of static topology

ineffective. Next, by employing an optimization model, Doppler rapidly adapts the

network topology without affecting the performance of benign users, significantly

outpacing the time it takes for adversaries to fingerprint the network. Finally, the

defense strategy also considers performance simulation for multiple topology solutions

and adapts to scenarios where spare transponders are unavailable, showcasing its

versatility in operational networks.

We evaluate the efficacy of Doppler under a diverse set of operating parameters

emulating potential deployments, varying the number of optical transponders present

at different network endpoints and the number of endpoints at which they are present.

Within each set of physical transponder deployment scenarios that the system is

evaluated under, we also look at two selection strategies for point-to-point network

layer links among them—a conservative and a liberal strategy where the conservative

strategy is 3 to 10x smaller than the conservative one depending on the specific

topology (generally the difference in size between them is greater for larger networks).

In summary, this work makes the following key contributions:

(1) We demonstrate an advanced network reconnaissance attack called the Ricci

attack that only relies on end-to-end latency measurements.
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(2) We show that Ricci attack is possible at scale by running latency measurements

on open network operations centers (NOCs) of four networks.

(3) We propose a first-of-its-kind OTP-based defense called Doppler against

advanced network reconnaissance.

(4) We demonstrate the efficacy of Doppler using simulations. Our results show

that Doppler is fast, capable of solving more than 90% of problem instances in 30

seconds or less while ensuring network throughput for 100% of traffic.

7.2 Background and Motivation

To carry out a reconnaissance, the attacker must identify their target network

e.g., a small or regional backbone network. The attacker must have a set of source

probing nodes, e.g., bots that run traceroute in a loop. The bots should be inside

and outside the network to maximize the coverage of the scanning effort, and should

send probes to addresses both inside and outside the network as well. The result of the

scans is then aggregated into a collection of paths, and the collection of paths is then

aggregated into a collection of network links by finding paths that share one or more

mutual nodes. The attacker can use advanced network measurement techniques to

improve their resultant map, for example tools like Scamper [184] can aid the attacker

with alias resolution by clustering sets of nodes from the traceroute dataset, each

representing a specific router interface, into a single node to represent the physical

router itself. With their map of the network’s topology in hand, they can strategically

place their bots to maximize traffic demand for the link that they wish to target.

7.2.1 Threat model.. In this work, we are primarily concerned with the

attacker’s ability to gather information with sufficient accuracy to enable a LFA. The

network they target is a small-to-medium sized network (e.g., campus, enterprise, or

local Internet service provider). The attacker has the following tools at their disposal
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which they execute from a set of compromised hosts in the target network. Firstly,

they can run traceroute between compromised hosts; the traceroute probes may

or may not be successful in identifying router paths in the network (e.g., possible

responses to probes may be stars (***)). Secondly, they can collect round-trip time

delay measurements between compromised hosts. The attacker can always collect

delay measurements so long as the two hosts from which the measurements are taken

are reachable through the network (the network is not partitioned). Thirdly, they

can collect insider information about a network via network operation center (NOC)

servers when such servers are openly accessible via the Internet. Information that the

network may potentially leak in their NOC includes intra and inter-network links,

operator descriptions of the links, their geography, bandwidth, and utilization. The

attacker synthesizes the information available from these diverse sources to find a set

of vulnerable network links, i.e., links that may be bottlenecks, heavily utilized, or

low capacity.

7.2.2 Prior Efforts. There have been various efforts to prevent network

reconnaissance in prior work. These range from IP-based topology obfuscation

techniques (e.g., NetHide [196], EqualNet [153]) to the wholesale practice of

anonymizing routers on the Internet by disallowing them to respond to traceroute

probes.

IP-based obfuscation is a reconnaissance defense which causes an observer to see

a distorted picture of a network’s connectivity from the outside. To present this

distorted view, the defense introduces virtual nodes and links in the network. One

such work by Meier et al., NetHide [196], aims to generate a network that is secure,

and debuggable; in this context, secure means that it, “prevents the attacker(s) from

determining the set of flows to congest any link,” and debuggable means, “still
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allowing non-malicious users to perform network diagnosis.” In other words, their

goal is to distort traceroute messages for outsiders while preserving just enough

real-world information in them for an operator to be able to map them back to a

physical location.

A more recent state of the art defense, EqualNet [153], highlights some of

NetHide’s weaknesses and improves on them. In particular, EqualNet argues that

the method for generating random topologies in NetHide is insufficient and that these

topologies “leak” information about the underlying physical connectivity. To address

this, EqualNet proposes a solution that minimizes “leakage”, defined as the greatest

difference in flow density between any two nodes in the network. Here, flow densitiy

is the number of times that a node is seen in a set of traceroute responses. To

minimize leakage, they present an algorithm that deploys virtual routers and links

for every hop along a given path until leakage is below an operator-specified level.

7.2.3 Limitations of Prior Efforts. Using virtual addresses is costly and,

therefore not scalable. Virtual addresses take away allocable space in the network’s

address range. Furthermore, by creating a virtual interface for every hop through

the network, the practice turns the typical routing-tree model of a scalable network

upside down. Figure 33 shows a simple example of a topology where seven virtual

routers are added to obscure the paths between three hosts.

Introducing virtual addresses to a network reduces the number of allocable

addresses within a specific AS’s pool. IPv4 addresses are a scarce commodity [236]

and as a consequence of this scarcity some networks have begun to assign addresses

that do not belong to them to infrastructure and hosts in their network. According

to the study [239] the practice of squatting has increased greatly since 2020.

Seeing this trend we posit that obfuscation techniques which inflates the number
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Figure 33. Routing tree for a network with three physical core routers (P1, P2, P3),
three hosts (H1, H2, H3), and seven virtual routers (V1, ..., V7). The virtual routers
provide the hosts with the illusion of two disjoint paths between each other.

of addresses in the network will inevitably incentivize further squatting. While IPv6

presents an alternative, its adoption faces several challenges, including complexities

in transitioning from IPv4 due to compatibility issues [114], the need for updated

networking equipment and software [172], security concerns unique to IPv6’s

architecture [314], and a lack of familiarity and training among IT professionals.

Together, these factors contribute to the slow uptake of IPv6, despite its potential to

solve the address scarcity problem.

Even in cases where address space is not a concern, there are still other drawbacks

associated with the IP-based obfuscation approach. In [153], the authors claim that

EqualNet’s virtual IP addresses are not noticeable to an adversary because they

are randomized within a subnet, and the subnet structure is assumed to be private

and unlearnable knowledge from the attacker’s perspective. However, there are

techniques to detect subnets in a network [101, 116] and these efforts, demonstrated

by prior network measurement work, directly counter this assumption. That is to

say, a network’s sub-net plan is conceivably reversible and noticeable to an outside

observer [30,101]. If an attacker observes hotspots in a network’s address space then

this is evidence enough to differentiate between virtual and physical interfaces.
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Summary. There have been various efforts to prevent reconnaissance, ranging

from obfuscation techniques to completely discarding traceroute probes. All of these

previous attempts were focused on disturbing the mapping of a network’s topology

by blurring traceroute probes. In § 7.3, we demonstrate that even in the extreme

case, where the traceroute only returns end-to-end information, an attacker can still

identify bottlenecks with high accuracy and launch impactful attacks.

7.3 Modern Network Reconnaissance: Beyond traceroute

In this section, we use a set of tools that do not include traceroute to map the

link-layer topology of four public networks. Specifically, we show that we can use

Ricci curvature to find highly-depended-on links in these networks, culminating in

a new network reconnaissance attack that we call the Ricci Attack. In some cases,

we can leverage router proxies from these networks over the open web to collect the

vital RTT measurements needed for the Ricci analysis. Furthermore, we can obtain

highly specific link-layer maps of some networks from router proxies without any

active measurements, simply by using a command that we found available on every

router proxy that we accessed. A summary of the networks we investigate is shown

in Table 6.

Network L2+L3 Switches Open Router Proxy Mappable?

Network1 14 × ✓
Network2 12 × ✓
Network3 17 ✓ ✓
Network4 10 ✓ ✓

Table 6. Networks investigated in this study. Names are anonymized.

7.3.1 The Ricci Attack. As traceroute has lost its utility in the

network measurements community, researchers have discovered a new method to

uncover topological information using only delay measurements between hosts in a
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network [238]. Although this method was initially proposed to uncover details about

private backbone topologies owned by global cloud service providers, we recognize that

the method poses a legitimate threat to network security and privacy communities. As

a motivating example, we demonstrate how we extend the delay-based measurement

technique to find critical links in the four backbone networks (from Table 6) operated

by publicly owned entities and non-profit organizations.

A primer on Ricci Curvatures. The crucial insight of this approach lies in

integrating round trip-time (RTT) measurements taken from a series of geographically

distributed measurement devices combined with ideas originating from Riemannian

geometry. Much like the original work, our approach begins by collecting latency

measurements from various points within the network. The distance between

measurement vantage points ranges from as low as a few hundred feet for some

networks, to a few hundred miles miles for other. Given our lack of access to

precise geolocation information, our study utilized the measured latency instead of

the residual latency considered in the context of large cloud providers’ backbones. We

then create a graph for varying performance thresholds (ϵ), where a link is constructed

between two points only if their latency is less than the said threshold. For each

instance of ϵ, we form a graph of node pairs with “nearly straight” (up to ϵ) links.

Given the significantly smaller granularity of our study compared to the original work,

we re-scale the thresholds to be 100 × smaller than the one they had considered.

In lower thresholds, the resulting graph informs on the localized structures; as we

increase the threshold, we start to spot connectivity bridges where the physical and

logical connectivity coincide.

To discern these pivotal bridges, we use the concept of Ollivier-Ricci curvature.

Intuitively, the curvature of a link can be thought of as a local “betweenness” measure.
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Negatively curved links are frequently part of local shortest paths. Considering

reconnaissance contexts, we assign each link its curvature the first time it appears in

the graph and hone our focus on those with pronounced negative curvature. Such links

are particularly susceptible to attacks and thus emerge as primary targets for attackers

planning to disrupt network activities, given their potential to affect a significant

number of connected links.

7.3.2 Ricci Attack Workflow.

From curved edges to understanding vulnerability in the network. Using

latency information along with the Ricci curvature enables a study of the topology

that does not rely on traceroutes at all. We discuss how one can translate the insights

obtained from the Ricci curvature study to launching a specific attack. The most

important insight from that study is the presence of negatively curved edges that

bridges connectivity between points in the network. By selecting the most negative

edges, we identify end-points in the network whose link capacity we want to overload.

It is crucial to recognize that these negatively curved edges might not represent

*actual* links in the real underlying network graph. They can be an amalgamation of

multiple edges. In this case, we assume that the links across the shortest paths are the

ones that the attacker overloads at the end of reconnaissance. This phenomenon bears

a resemblance with the properties of invisible, unresponsive hops that dramatically

reduce the relevance of traceroute-based discovery, but does not impact the relevance

of the inferred negatively curved edges as illustrated in Figure 34.

7.3.3 Ricci Attacker’s Metric of Success. An attacker’s metrics of

success are:
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Figure 34. By finding edges with the most negative curvature, the attacker can
strategically place their bots in the network to launch an attack with maximal impact.

Overlap coefficient. We consider the Overlap Coefficient [264] between a

network’s physical topology and the topology that we infer with respect to the set of

links in each. For two sets of undirected links E and Ê , the overlap similarity, O is

the ratio of the size of the set union to the size of the smaller set (Eq. 7.3.3).

O =
|
⋃
(E , Ê) |

min ( |E|, |Ê | )
(7.1)

There are many ways for to infer topology, and to measure the efficacy of a given

technique one can compare the overlaps between the real topology and the one that

you has been inferred from said technique.

Curvature. Combining both notions of overlap and curvature, the overlap of

negatively curved links for a reconstruction within the true network topology is an

especially potent bit of information. This tells us how useful the reconstruction is to

the attacker because if they can find a set of negatively curved links in the network

then they have the information required to launch a devastating link flood attack on

the most vulnerable and depended-on links in the network

7.3.4 Demonstration of Ricci Attack.
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Network1 Case Study: We applied the technique from Salamatian et al. [238] to

a campus backbone network (hereafter referred to as Network1) show in Figure 35.

Network1’s backbone, shown in Figure 35a, has 14 nodes and 30 links. The

reconstruction, shown in Figure 35b, has 14 nodes and 27 links. The reconstruction

correctly identified 24 of the 30 ground truth links, giving it an accuracy of 80%.

Moreover, the delay based measurements were able to detect the critical links in the

network as shown with bold red lines in figure 35b. These links were shown to have

a negative Ricci curvature [225] based on the delay measurement technique, which

indicates their importance for forwarding traffic from nodes on one network’s end to

the other.
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(a) Ground Truth topology from network
operator.
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(b) Topology inferred with Ricci Attack

Figure 35. Comparison of ground truth topology of Network1 (a) vs. Network1’s
topology inferred with Ricci attack (b).

Network2 Case Study: We worked with a regional research & education (R&E)

network to assess whether it was vulnerable to the Ricci attack. This network’s

abstract topology is shown in figure 36. To this end, we collected Min RTT delay

measurements from all pairs of routers in the network and applied the Ricci curvature
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analysis to the data. The reconstruction accurately captured 50% of the links in the

network. None of the links came up with a negative value for Ricci curvature.

(a) Ground Truth topology from network
operator.

(b) Topology inferred with Ricci Attack.

Figure 36. Comparison of ground truth topology of Network2 (a) vs. Network2’s
topology inferred with Ricci attack (b).

7.3.5 Open NOC Vulnerability. Having demonstrated the Ricci attack,

we now show how the attack is possible by leveraging public information gleaned by

running measurements on open network operations centers (NOCs) [111]. We call

this the open NOC vulnerability.

While we find it possible to infer a network’s vulnerable links via active

measurements from outside the network, we also find some networks provide

information about their infrastructure via a public facing, web-accessible, NOC.

Some network operators host a Router Proxy in a public NOC, where anyone can

open the page and scrape information from the routers. An anonymous user may

run commands, e.g., show interface, show route, show bgp neighbor, and many

more, to gain valuable information about the network’s connectivity. For example,

show interface lists all of the physical and logical interfaces on the device, and many

of these have plain text descriptions to describe their connectivity with other internal
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network routers, gateways to cloud datacenters, and the public Internet. We were

able to use data collected from show route and show bgp neighbor to accurately

map the infrastructure of three public networks with 100% accuracy.

These router proxies also lend themselves to be the perfect place to launch a

Ricci topological inference attack, as you can directly run the commands ping and

traceroute from each router to each other router on the NOC. When you launch a

command from a router on the proxy server, you are given the IPv4 address of that

router. From there, it is as simple as writing a script to collect the IP address of

every router, and then to have the script send a ping command from every router to

every one of the IP addresses that was collected.

Network3 Case Study: Figure 37a shows the ground truth topology

reconstructed by parsing show route exact. To do this, we ran show route exact

between every pair of routers to get their routing table entry associated with the

remote entity. We added a node to the graph for every router that issued commands

and an edge connecting it to the address given by next-hop. If two routers share a

next-hop, then we add a link between them. If the routers are more than two hops

from each other we lack sufficient information to add an edge connecting them. We

note that for this network, the only commands available were show route exact,

ping, and traceroute. This process yielded six edges between 19 nodes in four

distinct geographic clusters.

We collected min RTT data via ping from all pairs of routers in the router proxy,

sending 30 ICMP echo requests between every pair of routers over one hour and

thirty-six minutes. From here, we aggregated the nodes into a single point based on

its geographic cluster. Figure 37b show the network’s three most critical links as bold

red edges connecting the clusters. The overlap from the Ricci attack topology with
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the one inferred from show route exact is 3 of 3 (100%), and the overlap of Ricci

edges to the Open NOC attack is 2 of 3 (66%).

(a) Topology Inferred by Routers (b) Critical Links Inferred with Ricci
Attack

Figure 37. Comparison of ground truth topology of Network3 (a) vs. Network3’s
critical links inferred with Ricci attack (b).

Network4 Case Study: Figures 38a shows the ground truth topology inferred

by parsing show route and show bgp neighbor. The map was created in the same

fashion as Network3 Case Study, but this time we had access to show bgp neighbor

to corroborate our findings. Specifically, we ran show bgp neighbor from every

router. For each router, we first ran through the table and collected the Local Address

and Local ID of the router to populate a list of aliases for that router. Then, we looked

through the table again to find a Peer Address and Peer ID for every neighbor entry.

We added these two addresses to a list of alias for that peer, then checked to see if

either alias been added to a node in the graph yet. If not, then we created a new

node for that peer and a link connecting it to the source router. The graphs produced

through this method and via show rout were 100% identical, having no dissimilar

nodes or edges.
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We collected min RTT data via ping from all pairs of routers in the router proxy,

sending 30 ICMP echo requests between every pair of routers over 40 minutes. From

here, we aggregated the nodes into a single point based on its geographic cluster.

Figure 38b shows the network’s a single critical link as bold red edge connecting the

clusters.

Figure 38b shows the inference gleaned from collecting min RTT data via ping

from all pairs of routers in the router proxy. The overlap from the Ricci attack

topology with the one inferred from show route and show bgp neighbor is 1 of 2

(50%), and the overlap of the Ricci edge to the Open NOC attack is 1 of 1 (100%).

(a) Topology Inferred by Routers (b) Critical Links Inferred with Ricci
Attack

Figure 38. Comparison of ground truth topology of Network4 (a) vs. Network4’s
critical links inferred with Ricci attack (b).

7.4 Defending Ricci Attacks using Doppler

We propose an Optical Topology Programming (OTP)-based defense called

Doppler against network reconnaissance. The key insight of Doppler is that changing

the set of links by programming the optical wavelengths in a network fundamentally

changes all indirect inferences that can be made by an outsider. This insight

induces “topology jitter” and enables Doppler to overcome the pitfalls of pure IP-
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based topology obfuscation (§ 7.2.3). Collecting topology information can be a long

and methodical process, and the known methods assume that the topology under

investigation is relatively static, only changing every few months or years. However,

we show that alternative ways to (re)organize the links in a network frequently while

(1) thwarting network reconnaissance attacks and (2) maintaining performance for

ongoing network traffic are possible.

7.4.1 Challenges.

C1: Defending against multi-vector smart reconnaissance. An attacker

can conduct reconnaissance campaigns that are adaptive to network topology changes

and are diverse with respect to the methods employed to conduct the reconnaissance

(e.g., traceroute, Ricci Attack, and exploiting Open NOC vulnerabilities). As we

have shown, traceroute is far less effective today than in prior years and attackers

have new ways to glean topological insight. Therefore, we must address this trend

with an advanced defense that is effective against more reconnaissance vectors than

traceroute alone. Furthermore, we recognize that the attacker studying the network

may be aware of our defense. They can even solve our optimization model and

gain a solution from it. Therefore, they can adapt their probing methods as the

topology changes. In light of this capability our defense must be effective despite the

adversary’s awareness of the defense.

C2: Ensure benign users are not hurt by the defense. We are proposing

to change the network’s physical topology with OTP. If the topology changes are

carelessly rendered, then this could result in reduced performance for benign traffic.

Therefore, we must provide an optimization for OTP that jointly increases the

difficulty of useful reconnaissance for the attacker while maintaining high quality
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of service for benign network users. This is especially challenging because joint

optimization of topology and routing is NP-Hard [160].

C3: A cost-effective defense. Our defense must be cost effective, and further

introduce a cost asymmetry between the defending network and the attacker. It must

therefore maximally increase the attacker’s cost to learn a set of critical flows while

minimally increasing the cost for the network to employ the defense.

7.4.2 Our Approach. In this work, we take a first principles approach to

network reconnaissance defense by addressing the aforementioned challenges. The

basic and irreducible assumption that guides our approach is that the attacker’s

ultimate goal is to find a set of source and destination pairs and sending rates (i.e.,

flows), F = { (s, d, c) }, such that sending data from each source, si, to its destination,

di, at rate, ci, bits per second (bps) leads to a decline in network performance for all

users of a given network. In other words, the attacker’s goal is not to map the network

with traceroute or to find all of the links and the underlying routing system that

connects end-hosts through them. Rather, mapping the network is a just a means to

this end. Therefore, our goal is to increase the cost, K, for an attacker to find this

set of flows, F .

To this end, we propose an OTP-based defense called Doppler that uses the

following key insights:

I1: A network always in flux. To address (C1), Doppler uses an optimization

model (described in § 7.4.3) that is designed to be fast, i.e., solvable in 30 seconds

to 5 minutes, depending on the needs of the network. This is well below the order

of time than that taken for an adversary to fully map the network (with either delay
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tomography or traceroute) because delay measurements are inherently jittery. It

can take many attempts to get a min RTT that is usable for reconnaissance efforts.

For example, Figure 39 shows the distribution of min RTT that was collected from

Network3 with two different probing campaigns. First (Figure 39a), the command

ping count 3 was sent once from every pair of routers, with requests staggered in

5 second intervals (so as not to have the sender flagged by the receiver for sending

too many requests). Overall this took about 25 minutes and the distribution was

multi-modal, with a significant number of min RTT values above 10 ms and two

other modes at 1 ms and 3 ms. Upon retrying the campaign, this time sending ten

ping count 3 commands from each pair, the distribution settled into just two modes,

around 1 ms and 3 ms.

(a) (b)

Figure 39. min RTT frequency distribution for Network3 with two timing intervals.
(a) 3 pings per router pair, 25 minutes. (b) 30 pings per router pair, 1 hour and 36
minutes.

We solve the optimization fast by enumerating a limited set of alternative paths

that are possible through the network when different sets of nodes are active. This

set can be very large, but we do not need every possible path; just enough to enable

some topological variance.
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If the topology is changed at less frequent intervals, a smart attacker might still

enumerate the different possible map the routing for each possible topology as it

occurs. Therefore, the topology change must be non-deterministic so that that attack

cannot simply cycle to their next map when they notice a change. We enumerate

100 potential solutions to our objective function and rather than taking the optimal

objective, we take a random solution that satisfies all of our constraints. The number

100 is not prescriptive; we could enumerate more or fewer topologies, but we find that

we are able to consistently find 100 solutions that satisfy our constraints with varying

input parameters, and the set gives an attacker a mere 1% chance of accurately

guessing the topology if they are solving the same objective function to aid their

reconnaissance.

I2: Performance simulation for many solutions. When we find a candidate

set of solution topologies, we compare the expected network performance of each

solution against each other. We find the expected network link utilization for links in

the prospective topology and the latency distribution between all pairs of nodes. If

any of the solutions fails to meet one of the network operator’s desired criteria and/or

affect the performance of benign users in the network, then that solution is discarded.

I3: No spare transponders? No problem. While it is advantageous to

have extra transponders throughput the network, it is not always possible due to

cost constraints within the network’s operating budget. Therefore, we have designed

a solution that can re-assign network links between existing pairs of transponders

in the network. This limits the number of potential solutions, but when on-going

network traffic demand is light we show that there are still a diverse set of topology

configuration solutions available without adding more transponders to the network.
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Regarding the attacker’s cost, we show that there are sets of topology configurations

that are more difficult for the Ricci Attack to gain inference from. This set of solutions

can be useful for long-term rout planning in networks that do not want to enable OTP

while also considering the Ricci Attack as a threat to their network operation.

7.4.3 Doppler Optimization Model. The objective of the optimization

model in Doppler is to produce a topology with the feasible flow forwarding property

that has minimal edge overlap with the original topology.

The Doppler optimization model uses the constraints defined in Chapter IV, § 4.3.

It’s objective function is given by equation 7.2.

minimize(|E0 ∩ E ′|) (7.2)

Where E0 is the initial set of (directional) links active in the network and E ′ is

the new set of links.

The this model is passed as an OTP method to our OTP simulator introduced

in Chapter IV, § 4.4. The first step in leveraging the model is to enumerate the

set of paths through the network that traffic can use when different sets of links are

active. To this end, we find a set of paths for each source and destination using an

iterative depth first search on the graph with all of the links active. In the model

implementation, we limit the set of edges available to any flow to only those edges

that appear on a path that was found a priori. The model yields a set of solutions

whose quantity can be selected by the network operator.

7.5 Evaluation

We evaluate the efficacy of Doppler to quickly find a set of solution topologies

that nullify an attacker’s previous reconnaissance efforts while maintaining steady
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performance for ongoing network traffic. Our evaluation uses the four networks shown

in Table 6 and seeks to answer the following research questions.

– Can Doppler adapt topology even if there are no fallow transponders? (§ 7.5.2)

– Are there unintended consequences of Doppler? (§ 7.5.3)

– How do reconnaissance outputs compare before and after Doppler? (§ 7.5.4)

– How does Doppler perform with low time constraints? (§ 7.5.5)

7.5.1 Simulator Parameterization. Before diving into the results, we

briefly describe the simulator parameters and their ranges used in our analysis.

Transponders. We vary the number of transponders allocated to the different

sets of nodes within the network. In the analysis to follow “Top K” represents the

top K% of nodes in the network based on betweenness centrality and varies from 0 to

100% in steps of 10. The parameter, n ftx, refers to the number of fallow transponders

(ftx) each node in the Top K set has available. We vary n ftx from 1 to 3. Note that

at K=0, there are no fallow transponders at any of the nodes in the network. The

topology can still change in this scenario, but any links that are in the updated

topology must use transponders re-allocated onto the new link.

Path finding constraint. The size of the set of paths that the model finds before

can be configured with a setting we call ”candidate link selection”. It is essentially an

informal constraint that limits the set of paths derived by Doppler by limiting the set

of links that are available to the paths. We have implemented two strategies, which

we evaluate head-to-head. In the “conservative” strategy, we enable links to be added

if they can short-cut one of the core links of the graph, i.e., a link with a low curvature
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value. In the other strategy we call “max” there is potential for a link between any

pair of nodes that are two hops away from each other in the physical topology. The

candidate link selection strategy will ultimately depend on the network’s available

hardware e.g., wavelength switches or ROADMs, at nodes to facilitate bringing any

of the candidate links physically online.

Runtime constraint. Doppler can be configured to yield a set of solutions

which satisfy the constraints but which might not be strictly optimal by setting a

solution time limit. This parameter can be set by a network administrator according

to the needs of their network and their preference for optimality vs. speed. In our

evaluation, we show Doppler’s performance when given a time limit of 30 seconds,

1 minute, and 5 minutes.

7.5.2 Can Doppler Adapt Topology Even if There Are No Fallow

Transponders?. We first explore the cost-effectiveness of Doppler to adapt the

topology when there are no fallow (i.e., extra) transponders available. Figure 40 shows

a the number of solutions found by Doppler with no fallow transponders available at

any nodes. Network1 and Network2 struggled to find more than one solution for

some of the operating parameter settings. Specifically, when given 30 seconds to

solve the optimization and when using the “max” candidate link choice strategy.

These parameters left the model with too many variables to solve for and not enough

time. Interestingly, when the “conservative” candidate link choice strategy was

employed both of these networks completed their solution pool. The set of paths

in the conservative pool was 65 to 70% smaller than “max”, and offered enough

potential path diversity for a solution to be found quickly. Network3 and Network4

and virtually no trouble completing the solution pool irrespective of the operating

parameters.
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Figure 40. CDF of total solutions found for different networks with no fallow
transponders.

Figure 41 shows the change in max link utilization for the entire solution pool

across all parameters as a letter-value box plot [125]; in each plot, the largest box

shows where 50% of the data points are, and the next captures 25%, and each

successive box is another half of the remaining data. In this experiment, there are

still no fallow transponders at any of the nodes, and links must be reconfigured

using existing transponders at the various nodes. We see that Network1, Network2,

and Network4 have similar distributions. That is, they display modest increases in

max link utilization, with 75% of the results having yielding a 10% increase or less.

In Network2 79% of the results actually yielded a decrease in max link utilization.

Network3, however, struggled more to maintain low max link utilization across the

board. Only 2% of the solutions have a max link utilization change of 30% or less.

These results show us that the impact of topology programming on existing traffic

can be minimized even when the network does not have extra transponders. However,

as show by the stark difference in our results for Network3 compared to the other

networks, the extent to which network performance impact can be minimized his

highly specific to the underlying topology and traffic matrix.

7.5.3 Are There Unintended Consequences of Doppler?. We study

whether the endpoints identified for flooding in the original graph’s reconnaissance
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Figure 41. Letter value box for the change in Max Link Utilization from the starting
topology to the solution topologies.

do not inadvertently flood the newly formed topology. This step is crucial to prevent

any unintended disruption of the network and/or consequences on the performance of

benign users. To study this question, we delve into the consequences of carrying-out

an attack on the revised network topology using “prior” reconnaissance. In particular,

we identify which end-points are picked to be overloaded as a result of the initial

reconnaissance on the initial graph and then assess if these end points, post-update,

traverse any bottlenecks links as identified by running another reconnaissance on the

updated graph. The CDF plot in figure 42 highlights the most negatively curved

edge encountered along the attack path. A shift towards more positive curvature

values indicates improved effectiveness in mitigating attacks that are launched with

out-dated intelligence. Conversely, if the attack path in the updated network

still encounters negatively curved edges, it indicates that the attack might still be

successful despite our change in the resulting topology.

7.5.4 How Do Reconnaissance Outputs Compare Before and After

Applying Doppler?. Our next focus is to guarantee that the reconnaissance

findings on the network, after it has been updated, differ significantly from those

of the original reconnaissance. This distinction is crucial to prevent the application

of insights gained from the original topology to the updated one. In Figure 43, we
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Figure 42. CDF showing the curvature of the most negatively impacted edges along
attack paths post-Doppler updates. More positively curved edges are less likely to be
bottlenecks and, therefore, their overload is less likely to impact the network at large,
whereas negatively curved edges are still bottlenecks.

showcase the overlap of the top 5 most negatively curved edges between the original

and post-update topologies. The choice of 5 edges is based on the observation that

more than 99% of the graph considered in our study admitted a maximum of five

negatively curved edges. Ideally, a successful topology update should result in no

common negative edges between the two states (i.e., before and after Doppler),

whereas a less efficient strategy would result in a larger overlap of these critical

edges. In particular, we see that the new topologies are highly diverse with respect to

negative edges across solutions, where more than 50% of all solutions in all networks

tested share no negative edges at all.

7.5.5 How Does Doppler Perform with Low Time Constraints?. We

turn our attention to the runtime performance of Doppler. Specifically, we want

to know how Doppler performs with different time constraints, and how the time

constraint affects the quality and quantity of solutions. The the group of figures

below, we show Total Solutions and Minimum Max Link Utilization across a set of

time intervals. We show only the results for the “conservative” below, as it represents
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Figure 43. Histogram of the number of overlaps amongst the top 5 most negatively
curved edges before and after applying Doppler. We see that, for more than 59−90%
of the instances, there is no overlap, highlighting the efficacy of Doppler.

the more sensible choice between the two from an operating perspective. We find

that the “max” strategy gives an excessively large set of paths.

Figure 44a shows the minimum max link utilization in the solution set (Figure 44a)

and the total number of solutions found 44b for Network1. Doppler was able to meet

the expectation for all sets of transponder allotments and distributions.
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Figure 44. In Network1 with a 30 second optimization time limit, and all allocations
of fallow transponders to network nodes, Doppler (a) maintains a minimum max link-
utilization below 25% (b) finds 100 distinct OTP solutions.

163



Figure 45a shows the minimum max link utilization in the solution set (Figure 45a)

and the total number of solutions found 45b for Network2. Doppler was able to meet

the expectation for all sets of transponder allotments and distributions. In Figure 45a

you will notice that max link utilization starts to taper down as the set of Top K

nodes gradually increases. It is no surprise that adding more resources to the network

comes with an additional benefit in capacity savings.
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Figure 45. In Network2 with a 30 second optimization time limit, and all allocations
of fallow transponders to network nodes, Doppler (a) maintains a minimum max link-
utilization below 40% (b) finds 100 distinct OTP solutions.

Figures 46 and 47 show similar results for Network3 and Network4. We notice

that Network4 had a slight dip in solutions found, particularly when Top 40% of

nodes had been allocated with 3 fallow transponders. This is due to the heuristics

implemented by Gurobi’s optimization engine.

7.6 Summary

Our work unveils a new advanced network reconnaissance called the Ricci attack,

proposes a novel optical topology programming (OTP)-based defense mechanism

called Doppler, and presents evidence of its effectiveness in countering advanced

network reconnaissance. Our work underscores the importance of incorporating
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Figure 46. In Network3 with a 30 second optimization time limit, and all allocations
of fallow transponders to network nodes, Doppler (a) maintains a minimum max link-
utilization below 32% (b) finds 100 distinct OTP solutions.
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Figure 47. In Network4 with a 30 second optimization time limit, and all allocations
of fallow transponders to network nodes, Doppler (a) maintains a minimum max link-
utilization below 20% (b) finds 43 to 100 distinct OTP solutions.

dynamic defenses, such as OTP-based Doppler, to enhance network security in the

face of evolving cyber threats.
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CHAPTER VIII

ONSET: A FRAMEWORK TO COMBAT TERABIT LINK FLOOD ATTACKS

This chapter VIII contains previously unpublished coauthored material that is

scheduled to appear in [217], with coauthors Zaoxing (Alan) Liu, Vyas Sekar and

Ramakrishnan Durairajan. The coauthors assisted in discussions about the motivation

for the defense presented and in discussions to define the goals for the defense. The

dissertation author implemented the defense’s optimization method and designed and

ran all of the experiments. The coauthors assisted in editing.

8.1 Introduction

Distributed denial-of-service attacks (DDoS) that overwhelm a network’s

bandwidth are on the rise [202, 295]. The immense attack volumes, attack diversity,

sophisticated attack strategies, and low cost to launch attacks make them long-term

cybersecurity issues. In 2021, 9.7 million DDoS attacks occurred. This number

marked a 14% increase over 2019 [220].

Of particular concern within this broader class of threats are link-flood attacks

(LFAs) which are also known as network-layer DDoS attacks. While this attack

variant has been a scholarly curiosity in years past, it is now a legitimate threat to

networks; according to a CloudFlare report, the number of LFAs recorded in their

network increased by 109% in the second quarter of 2022 year-on-year. They also

recorded an 8% increase in the number of LFAs with 100 Gbps of attack traffic during

the previous quarter [312]. LFAs are more effective than conventional volumetric

attacks as they are targeting on shared links instead of victim hosts. In this context,

we observe a few key trends in the LFA landscape. First, the attacks are adapting

to defenses by changing their traffic characteristics frequently. Static mechanisms to

defend them become ineffective and treat attack and benign flows equally, affecting
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the performance of benign flows. Second, the attackers are generating terabits per

second (Tbps) of malicious traffic [237,274,295,310].

In light of this increasing LFA sophistication, existing defense capabilities (e.g.,

packet scrubbing [3, 18, 43, 63, 164], in-network filtering [22, 90, 139, 305], routing

around congestion [257], overlays for tracking [259], and more recent software-defined

defenses [86,301,317]) can be improved. For example, since simple network layer filters

are ineffective (the indistinguishable nature of the benign and malicious traffic), we

need to reroute traffic to sophisticated packet scrubbers for deeper inspection. This

inevitably impacts benign traffic and/or worsens network congestion. Similarly, even

programmable defenses (e.g., [86,317]) are ineffective. As we show empirically in our

results, LFAs can induce a substantial penalty for legitimate traffic as programmable

defenses simply shift the attack-induced congestion elsewhere in the network.

In this work, we observe a new opportunity to bolster LFA defenses in

wide area networks (WANs) by leveraging recent advances in optical networking

called topology programming. Topology programming scales/augments existing LFA

defenses by dynamically adding new optical wavelengths to scale the network capacity

and alleviate network congestion [59]. Similarly, using reconfigurable add-drop

multiplexers (ROADMs) [175], topology programming allows steering of wavelengths

at finer granularities and enables fast traffic rerouting [234] in the face of congestion.

Optical topology programming has been adopted for classical networking tasks (e.g.,

traffic engineering [109, 234]) and is increasingly being commoditized [73, 211, 212],

but its benefits have not been explored in depth for LFA defenses.

Leveraging optical topology programming leads to two novel opportunities in

combating terabit LFAs. (1) Scaling capacity on demand to avoid congestion. By

dynamically scaling the capacity of optical paths on-demand, we can potentially
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reduce network congestion in targeted links. (2) New capabilities for advanced/future

LFAs. With novel optical features such as rapid wavelength reconfiguration, we can

improve defenses for LFAs by providing new links and paths to route around congested

links.

Realizing these benefits in practice, however, requires addressing two key

challenges. The first challenge is to dynamically identify the optimal topology,

out of O(2n2
) possibilities for a network with n nodes, achievable using topology

programming1. We refer to this as topology enumeration. Here, optimal is with

respect to the maximum reduction in attack-induced congestion. This is key because

a sub-optimal topology configuration can shift attack-induced congestion to a different

link. Second, there is a challenge for managing network performance with dynamic

topology changes; i.e., given a set of links and paths we can activate, we need to

choose a routing configuration that is optimal with respect to network demand from

both legitimate and attack traffic. In other words, we must jointly optimize routing

and topology to effectively address attack-induced congestion. Joint optimization of

topology and routing is an NP-hard problem [160].

To address these challenges, we propose ONSET (Optics-enabled Network

defenSe for Extreme Terabit LFAs). ONSET is a framework for augmenting existing

link-flood defenses with topology programming and consists of two components. First

is the topology pruning algorithm that addresses the enumeration challenge. This

algorithm computes a subset of the potential network topology link sets considered

by introducing k new links. Subsequently, the algorithm computes a set of shortest

paths based on the augmented topology with k new links. Second is the optimization

component that tackles the NP-hard problem by formulating a mixed-integer linear

1Because a complete graph of n nodes has O(n2) links, the number of topologies possible is the

power set of these links |P(n2)| = 2n
2
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program to optimally map and forward traffic atop the augmented links, minimizing

attack-induced congestion. This formulation is agnostic to any packet-processing logic

or mitigation methods and can be augmented to any existing defenses and network

controllers.

Given the limitations of existing network simulation and emulation tools to study

topology programming, we use a custom discrete-event network simulator to analyze

the benefits of ONSET.2 Our simulator models how different topologies forward the

same traffic, allowing us see how this change affects link utilization across the network.

We use it to test ONSET using different terabit LFA scenarios for a diverse set of

networks.

Using the simulator, we explore what-if questions regarding the value added by

our framework for topology programming with analysis on the merit of defenses

that can employ it. We approach these questions by processing traffic on simulated

networks for which the topology can change subject to a set of real-world limitations.

To this end, we simulated a wide variety of LFAs against several networks, where

each attack targets a specific link or set of links. Full details about our attack

generation and assumptions are discussed in § 8.5. We observe that defenses with

topology programming offer traffic performance that is always at least as good as a

defense without it. Concretely, in 93% of the hundreds of attacks simulated, topology

programming helped mitigate all congestion loss from the attack. In every case,

ONSET yields its solution in under 1 minute.

In summary, we make the following contributions:

• The first optical topology programming-based defense framework for terabit LFAs.

In our prior work [213], we introduced the idea of a topology programming-based

2Source code of the simulator is at github.com/mattall/topology-programming and datasets will
be released to the community upon publication.
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defense for DDoS and presented simple numerical models to demonstrate its benefit

for simple topologies and attacks. In this work we go much further in our analysis,

presenting a complete framework for applying an optical topology defense for LFAs

for any topology, considering various instances of attacks.

• A topology pruning algorithm to tame the complexity associated with modeling

the exponential number of possible network topologies and paths on each of them.

• A formal mixed-integer linear programming model for the optimal mapping of

traffic to new optical links.

• A simulator for what-if analysis, demonstrating our approach under diverse attack

scenarios and for a diverse set of networks.

• A decision-support capability for incremental deployment of ONSET and measure

the cost-benefit trade-off for enabling the optical topology programming-based

defense at different locations in a network.

8.2 Background and Related Work

8.2.1 Threat Model. The attacker has access to a botnet or large number

of compromised hosts and services. The attacker uses the botnet to send terabytes

of traffic to a network. We are primarily concerned with sustained attacks where

the duration is at least five minutes or longer. The attacker can flood either or both

directions of a bidirectional network link that is critical for the service of targeted

hosts. The attacker measures their success based on whether they can induce network

congestion and thereby degrade the performance of legitimate traffic intended for

the network. We assume that all attack traffic comes from legitimate non-spoofed

senders, is protocol-conforming, and is indistinguishable from benign network traffic.

We assume that an attacker has obtained an accurate map of a network’s link-layer

topology, with which it determines which bots to activate and what destinations they
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will send traffic to. How the attacker acquires the network topology information is

beyond the scope of this paper. In this work we do not consider a “smart attacker”

who updates their network reconnaissance—the attacker has a one-time snapshot of

the network topology and deploys bot traffic strategically based on that snapshot.

This assumption keeps the work grounded in LFA defense specifically, rather than

entering the network reconnaissance and obfuscation space which is out of scope for

this paper. Note that this assumption in our threat model is consistent with prior

efforts (e.g. Ripple [301]). Finally, we assume there exists a mechanism to detect an

LFA. This is reasonable because the bandwidth utilization of links is easy to monitor.

We do not assume that detecting an attack implies easily flagging/dropping attack

traffic with high accuracy.

8.2.2 Prior Efforts and Their Limitations. State-of-the-art defenses

against LFAs use software-defined networking (SDN), thus altering only the network’s

forwarding behavior to mitigate attacks [148, 301]. The SDN-based approaches for

LFA defense can broadly fit into three categories: programmable control plane,

programmable data plane, or hybrid. Control plane programmable defenses (e.g.,

Spiffy [148]) use a central network controller to monitor traffic. The controller issues

commands to network forwarding devices and updates their forwarding paths when

an attack is detected. Data plane programmable defenses (e.g., Ripple [301]) cut out

the centralized aspect from prior work, and implement monitoring and mitigation

within the network switches themselves. Hybrid approaches (e.g., Jaqen [181]) use

a mix of both data plane and control plane programmability; they can adapt the

forwarding paths for suspicious traffic, thereby sending it to specialized switches that

will run defense programs and drop malicious traffic or allow benign traffic to traverse

the network further. We note that Jaqen has not been applied to LFAs, but include it
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in our taxonomy of prior work to show that the hybrid approach has been applied to

DDoS mitigation in a general sense. Another recent defense, ACC-Turbo [5], employs

a fast clustering technique to flag and deprioritize suspicious traffic at line rate.

State-of-the-art LFA defenses treat topology as a static entity and thus overlook

an opportunity to remove the network bottlenecks created by LFAs. There are no

defenses that optimize or change the underlying topology, and therefore prior efforts

are forced to filter and drop traffic during an attack on a highly congested link shared

by multiple hosts. As we will see in the empirical example below (in § 8.2.2), the lack

of topology flexibility implies inevitable congestion loss for high-volume LFAs. We

discuss related work in more detail in § 8.7.

Empirical Example: Figure 48 illustrates the limitations inherent in adapting

forwarding behavior to defend against LFAs for a real-world network, Sprint, from the

Internet Topology Zoo [155]. In this quantitative demonstration, we created a set of

Coremelt attack traffic matrices, each targeting an individual link in the network; see

§ 8.5 for details. We also varied the attack strength from 200 Gbps to 300 Gbps. We

gave the network SDN routing defense capabilities, whereby the network optimally

routes traffic and minimizes max link congestion. The routing strategy used in this

example is more optimal than the current generation of traffic engineering systems

(e.g., B4 [137], Orion [89]) because those systems rely on heuristics to scale and

compute allocations quickly. In our example, this routing system has unlimited time

to find the optimal set of paths for each flow. Figure 48b shows CDFs of max link

congestion for both of these attacks. We observe congestion loss with 200 Gbps of

attack traffic in only one instance, where a link to a leaf node was flooded (this

link is identified with the highlighted nodes in Figure 48a). When we increase the

attack to 300 Gbps we see that SDN-based rerouting has significantly greater difficulty
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mitigating loss. In fact, about 50% of all links targeted with this attack incurred a

loss.

(a) Sprint Network.

1 2 3
Max. Congestion

0.00
0.25
0.50
0.75
1.00

CD
F Attack

200 Gbps
300 Gbps

(b) CDF of Max Congestion. Dashed
line shows congestion-loss threshold.

Figure 48. Every link in the network was targeted individually with a 200 and
300 Gbps Coremelt attack. At 200 Gbps, it was impossible to guard one link from
congestion loss. At 300 Gbps, ∼50% of links experienced loss.

This result illustrates that defenses that only adapt forwarding behavior have

a finite breaking point at which congestion loss is unavoidable, even when routing

choices are optimal. Observing these factors, we raise our motivating question: how

can we enable capacity on demand and topology flexibility without the attendant

problem of collateral loss?

Summary: We observe that state-of-the-art LFA defenses suffer from a key

limitation that network topology is treated as a static entity. It is often impossible

to reroute malicious traffic and insulate benign traffic from loss in the face of attacks

that can overwhelm a link’s bandwidth multiple times over.

8.3 Approach: Optical Topology Programming for LFA Defenses

We observe a new opportunity to bolster LFA defenses by leveraging a recent

advancement in optical networking called topology programming to achieve topology

adaptation. Using topology programming, an operator can affect a network’s
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topological structure via optical wavelength reconfiguration in addition to the traffic

forwarding behavior.

Combining topology programming, provided by optics, and adaptive forwarding

behavior, provided by SDN and programmable switches, leads to two new

opportunities in combating terabit LFAs. First, it allows a network’s underlying

topology to scale capacity on demand to avoid congestion. Second, topology

programming enables a defender to amplify the benefits of traditional programmable

defenses. Improved general network performance is possible because changes made

at the optical layer give us increased possibilities to forward traffic on new paths in

the face of attacks. Note that we do not claim that topology programming offers a

panacea for all DDoS-related concerns—we claim that it provides a novel means to

bolster existing programmable defenses for LFAs as described above, and investigate

that means more deeply than any prior work to date.

While topology programming is compelling, it has not received a great deal

of attention for DDoS. In § 8.3.1, we outline the challenges of using topology

programming for LFA defenses.

8.3.1 Challenges. To use topology programming for LFA defense, we need

to solve two unique challenges (Cs).

C1: Topology Enumeration. When we open the door to topology

programming, we are immediately confronted with an exponential number of network

link-layer configurations to choose from. This size is further compounded with every

path on each of those topologies and the number of ways to split traffic among a set

of paths. The state space for network topologies wherein the set of active links can

change is O(2n2
) where n is the number of nodes. Considering these topologies and
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their relative benefit for attack-specific demand introduces the challenge of topology

enumeration.

To illustrate, consider a network with 30 nodes has 435 possible links (30 ∗ 29/2).

The set of all combinations of these links is 2435. Therefore the number of different

topology instances that we might create is ∼50 orders of magnitude larger than the

number of atoms in the known universe. The runtime complexity for enumerating

all shortest paths on every instance of the network topology, therefore, is O(2n2
n3)3.

Clearly, enumerating each potential network state (the paired sets of active links and

available paths on those links) and storing these states is a daunting task, but it will

enable us to quickly instantiate the most opportune configuration of links given the

shifting behavior of an attacker.

C2: Managing Network Performance. Any addition or removal of a link from

the network can have a unique effect on traffic performance across the entire network

as seen in Figure 49; these plots show that arbitrarily adding a new link on the ANS

network (from the network topology zoo [155]), while employing ECMP routing, can

occasionally increase link utilization and induce network congestion. Figure 49a shows

that the original 90th percentile congestion was 72.7%, indicated by the vertical bar,

and roughly 15% of all links that were added increased the 90th percentile congestion.

Similarly, Figure 49b shows an increase in maximum link congestion for roughly 25%

of all possible single-link additions. This observation holds on any network that uses

a link-state routing strategy such as ECMP because when we add a link we change

the set of paths favored for routing traffic between some pairs of hosts. If a new

link creates a new shortest path for every pair of nodes, then that new link will

quickly become congested. This is an instance of Braess’s paradox [38]. Therefore,

3The Floyd-Warshall all-pairs shortest path algorithm is O(n3)
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we must have an optimization method to ensure that the changes that we introduce

to a network by adding or removing links has a net-positive benefit for all traffic

across the network.
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(a) CDF of 90th percentile congestion
after adding different links.
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(b) CDF of maximum congestion after
adding different links.

Figure 49. Effect on network congestion in ANS from adding different links with
ECMP routing.

In SDN-based networks wherein routing paths can be centrally defined and

controlled, we must also choose to tread carefully between the trade-off of congestion

avoidance and topology adaptation. We seek to optimally choose a topology and the

set of routes based on it, but choosing a set of new links to activate in a network

while considering the different routing choices available is NP-Hard [160].

As adding and removing links affects traffic paths, it may be that the frequency

with which those paths are changed can lead to performance impacts. Therefore, we

must verify that the frequency with which optical topology changes are made is not

a cause for a performance error in § 8.5.4.
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Figure 50. (a) Nodes U and V represent a bottleneck link between their neighbors,
u1, u2, v1, and v2. (b) Set off all possible candidate links around U and V . (c)
Illustration of the topology programming idea. ONSET considers a pruned down set
of candidate links, containing. For each (U, V ) link in the top 10% of ranked links,
it chooses (U, v∗) and (V, u∗) where v∗ and u∗ are mutually exclusive neighbors of U
and V respectively.

8.4 ONSET: An LFA Defense Framework Using Optical Topology

Programming

We present ONSET (Optics-enabled Network defenSe for Extreme Terabit

LFAs)—a defense framework for augmenting existing programmable defenses with

optical topology programming to defend terabit LFAs. ONSET consists of a model

and algorithm that address the major challenges for an LFA defense. Figure 51

outlines the two major algorithmic and modeling components of our framework.

The first component, Topology Pruning, is an algorithmic step that (1) catalogues

the different topologies that we may instance by activating a set of links and paths

and (2) finds the set of shortest paths available under these topologies. The second

component, Joint Topology and Routing Optimization, is an optimization model that

runs when an ongoing LFA is detected (the instrument for detection is beyond the

scope of this work). This component accommodates the demand present in the

network using the topologies found during Topology Pruning. The result of this

optimization is a set of links to add to the network that will alleviate congestion loss

from the ongoing LFA.
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Figure 51. Overview of the ONSET defense framework.

Hardware Requirements: The hardware requirements for ONSET under this

framework are (1) optical fiber and transponders for establishing new links, and (2)

ROADMs at nodes where new links originate, terminate, and bypass other nodes.

ONSET can be incrementally deployed with these resources deployed at a subset of

the network.

8.4.1 Topology Pruning. We address C1 as follows. Given topology, T ,

and budget, B, we first find a set of links, L, and the network paths on these links, PL.

The set is large but can be pruned down considerably. As a first-order pruning step,

we eliminate the possibility for links that are longer than the maximum transmission

distance supported by the transponders (e.g., 5,000 km for 100 Gbps circuits [250]).

This pruning removes infeasible links in large networks but does not help reduce the

number of topologies in networks for which all of the nodes are closer than the max

transmission distance.

Link Rank: A striking observation allows us to trim the candidate set further and

consider a smaller set of topologies. We observe that for a diverse set of attacks on
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a network, each targeting a different subset of links, there is a consistent set of links

that are disproportionately affected. We introduce a metric, link rank, which captures

this phenomena. Consider a set of possible LFAs on a network, each of which targets

a different set of links. The link rank is the percentage of attacks in which a given

link is congested. For example, when 100 attacks are considered on a network, and a

given link experiences congestion loss in 12 of those cases, the link rank for that link

is 12%.

Figure 52a shows the CDF of link rank for networks of different sizes. From this

result, we observe that a majority of links (for all networks considered) have a small

link rank (i.e., less than 10%). Only a minority of links experience congestion during

a relatively high proportion of the total attacks. Concretely, in the network with 50

nodes, only two links are congested in 43% and 37% of the attacks, respectively. At

the tail end of the distribution, 74 of the links were only congested for one attack,

or not congested at all. This observation suggests that only a handful of vulnerable

links are severely affected by LFAs. We leverage this insight to prune candidate

topologies: more redundancy is granted to links with high rank by prioritizing the k

highest ranked links when enumerating potential candidate links and topologies.

In practice, we choose the top 10% of links and consider the potential to add new,

candidate links links dynamically that bypass these bottlenecks. Figure 50 illustrates

how the pruning process drastically decreases the search space for the reconfigurable

topologies by honing in on bottleneck links and considering candidate links as those

the provide potential for new paths that do not traverse the bottleneck. The sub-

graph (50a) has a bottleneck (U, V ). The complete graph induced by connecting all

nodes in the neighborhood of (U, V ) (50b) has 15 edges, 10 of which are not in the
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Figure 52. (a) Link Rank for attacks on networks with different sizes, noted by the
number of nodes. (b) Space complexity for comparison for path finding methods.
”Original” represents the set of paths that would be stored in a traditional SDN
system. ”K-shortest” is the set of ”K-Shortest” paths among the ranked links. ”A*”
is the pruned down selection of those paths.

original topology. ONSET considers just 4 of the 10 links (50c) when enumerating

topology and routing solutions.

Path Selection: While a general K-shortest paths search gives a small number of

paths for a fixed topology, we must include paths with links that may or may not be

members of the physical topology at any given time. Therefore, we must broaden the

search. We might enumerate a set of paths for each pair of nodes that is exponentially

greater in magnitude than the original set of K shortest paths. Therefore, we add a

heuristic function to our graph searching process to mitigate the explosion in space

complexity for our paths. Our path finding method is implementation of the A*

algorithm [123]. Figure 52b shows the number of paths found with a A* versus a

general all-pairs k-shortest paths. To ensure that the set of paths includes enough

diversity with respect to candidate links, we populate that paths until the length of

the path is greater than the length of the original path. Furthermore, to account

for the potential of a link from the original graph to be removed, the original set of
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“shortest paths” for single-hop paths is expanded to include paths that are at least

3-hops long.

8.4.2 Joint Topology & Routing Optimization. We address challenge

C2 with a mixed-integer linear program (MILP), presented in Chapter IV, § 4.3. The

optimization in this application is tailored to find the set of links that will reduce

network congestion by the greatest amount. The objective is to minimize the max

link utilization (U).

minimize U (8.1)

The MILP is hosted by the ONSET controller, as shown in Figure 53. The model

uses the enumerated topology and path data set to yield a set of optimal links to

activate in a network in light of an ongoing LFA. These optimally chosen links come

from the set of candidate links which are input to the system. Candidate links are

links that exist in the network at the time the optimization solver is invoked but that

can be quickly activated to augment the topology and allow data to travel directly

between two nodes.

The controller periodically receives a traffic matrix and link utilization data with

flow demands aggregated over a series of epochs. We assume an oracle for detecting

the presence of an attack Note that this oracle does not identify attack traffic. It

merely answers the yes or no question, “Is the network under attack?”; when an

attack is detected the controller runs the optimization model and yields a set of links

to add to the network. These links persist until network congestion falls below the

levels that were seen before the attack.
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Figure 53. Topology optimization process for ONSET.

Having described the topology pruning and joint optimization components, we

next focus on meaningfully assessing the efficacy of ONSET in the face of diverse

terabit LFAs.

8.5 Evaluation

In this section, we evaluate the ONSET framework for defending LFAs. The

key metric of success is link congestion (the aggregate traffic demand for the most-

utilized link in the network). Traffic loss and reduced throughput occur when link

congestion is greater than one. We compare ONSET against a baseline ECMP-routed

network and an SDN-enabled network that optimizes traffic allocations to minimize

max utilization across all network links. We denote the SDN defense as Ripple*

throughout this section. We show that ONSET is an additive capability for network

defense that can be applied to ECMP-routed networks or SDN-controlled networks

employing the Ripple defense. We, therefore, compare network performance for both
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strategies with and without ONSET. To this end, we demonstrate the following key

results.

(1) ONSET improves the capabilities of the Ripple defense for multi-target high

volume attacks such as Coremelt (§ 8.5.2). We show ONSET can complement Ripple

to mitigate terabit LFAs.

(2) Regional attacks, such as Crossfire, that target all links adjacent to a node,

can be mitigated with the ONSET framework (§ 8.5.3). We show ONSET improves

crossfire attack mitigation in over 90% of simulated attacks on 5 networks.

(3) ONSET can respond and mitigate rolling attacks, where a series of attacks

with different volumes, numbers of links target targeted, and attack styles, vary in

succession (§ 8.5.4). ONSET was effective at mitigating congestion loss in 64 out of

70 rolling attacks.

We conclude this section by presenting a cost-benefit analysis for ONSET vs.

statically over-provisioning network links (§ 8.5.5), and taking a deep-dive into cost

optimization with variable fallow transponder allocations where ONSET is enabled

only for a subset of network links (§ 8.5.5).

8.5.1 Simulator Parameterization. We use the OTP simulator described

in Chapter IV, § 4.4 to evaluate ONSET. Specifically, we use it to evaluate how

different topological link configurations perform when they are forwarding the same

attack traffic. The goal is to see how topology changes link utilization across the

network in the face of terabit LFAs.

This simulator enables us to ask valuable what-if questions about topology

programming and its applicability for defending LFAs without access to a wide-

area backbone optical network. Pertinent questions include how can the ONSET

framework augment existing defenses to combat different types of LFAs, against

183



attacks on different sets of links? What quantity of fallow transponders is required

at the network’s nodes to support the flexibility required to mitigate those threats

using ONSET? How does the distribution of fallow transponders among nodes affect

the ability of ONSET to mitigate traffic loss for a set of attacks?

Figure 54 shows a block diagram of the simulator’s control loop as used to

evaluate ONSET. This loop models the way we envision ONSET to be used in a live

deployment. The network operator defines optical constraints and traffic engineering

system. Optical constraints include the number of simulated links available for

adding, the max. link utilization thresholds which will trigger a topology-update

event, and a target link utilization threshold which is used by the optimization method

to find the best set of links to add. The ONSET controller, which controls SDN and

optical components of the network, receives these input parameters from the operator

and uses them along with the link utilization data to decide on a runtime defense

strategy, whereby it adds links to the network and monitors their utilization. The

traffic matrix processed by ONSET is a mixed bag of attack and benign traffic, the

two of which are indistinguishable.

add_circuit()

Optical Constraints,
Traffic Engineering System

Link 
Utilization 

Congested  Link

ONSET Controller
(controls SDN + Optics)

New Link

Benign 
Traffic

Attack 
Traffic

Traffic 
Matrix

K
e
y

Link 
Utilization 

Key:
Switch API CallData Flow

ONSET Simulator

Figure 54. Overview of ONSET simulator.
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In this application, the OTP simulator uses Yates [165] to implement traffic

engineering and routing requirements with two methods: ECMP and multi-

commodity flow (MCF); ECMP routing is commonly implemented in enterprise

networks, as it is supported out-of-the-box by commodity switches and routers while

MCF is seeing adoption in emerging SDN deployments [200] and is used in our analysis

to emulate Ripple [301].

Attack Traffic Matrices We generate attack matrices using a custom tool written

in Python to emulate three attacks: Coremelt [260], Crossfire [149], and Spiffy [148],

which we refer to as TMCoremelt, TMCrossfire, and TMSpiffy respectively. The TM

tool takes in the topology of the network as an input, then finds the shortest paths

between pairs of nodes, and creates demand between hosts that share a common

link. TMCoremelt is made by choosing a random link (or links) in the network, and

then choosing pairs of hosts for which their shortest paths use the chosen link(s).

The Crossfire attack targets a region of the network. In our evaluation, we restrict a

region to a single node. TMCrossfire floods all of the adjacent links to the target node.

TMSpiffy is constructed by finding that most-shared link(s) or node(s) and flooding

them.

We emphasize that the attacker does not have control over the network routing.

Our attacker assumes traffic is routed via the shortest path. The assumption does not

hold for Ripple’s defense due to its ability to optimize path and flow allocations, and

we will see that Ripple, therefore, performs well enough for mild attacks. However,

as an attacker increases their power with more traffic, Ripple’s defense has a breaking

point where ONSET improves the capability to defend.
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An attack traffic matrix encapsulates two important attributes of the botnets,

namely the size of the botnet (by proxy of its aggregate bandwidth), and the locations

of the bots in the network (explicitly by the nodes from which their traffic originates).

Benign Traffic Matrices Unless otherwise stated, we used TMGen [126] to create

random gravity model traffic matrices for benign traffic in our experiments.

Routing Our evaluations address two routing strategies, ECMP and Ripple*. ECMP

is commonly implemented in service-provider networks. We pair it with ONSET

to observe how legacy networks might benefit from the ONSET framework. On

the other hand, modern enterprise and cloud backbone networks are increasingly

looking to SDN to address network resource (e.g., bandwidth) management. Recent

proposals for LFA defenses use SDN as a primary tool to insulate legitimate traffic

from the effects of malicious traffic [148,301]. SDN-based networks can use a central

network controller to update forwarding paths and flow rates applied to these paths.

Ripple attempts to drop malicious traffic before forwarding it, but when attack

traffic cannot be detected, the Ripple defense reroutes traffic to avoid congestion

on links. We emulate this capability by using a multi-commodity flow optimization

to route traffic during attacks and denote this as Ripple*. The implementation of

the ECMP+ONSET defense cannot tune traffic forwarding rates among paths by

definition, and to model ECMP routing with binary links would introduce quadratic

constraints to the model. However, to compute an ECMP routing assignment for a

single topology is quick and efficient. Therefore, we elect to generate 100 sub-optimal

solutions from our model and simulate the ECMP link utilization for all network links

in all of the model’s solution topologies in parallel. The network’s topology is then

configured based on the solution with the best ECMP congestion result.
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Networks Our evaluations consider five real-world network topologies, shown in

Table 7. These networks are representative of enterprise optical backbone networks

and have been used to investigate other LFA defenses in prior work [301]. These

networks range in size from 18 to 68 links. For each of these networks, we apply a

similar series of tests where we vary the strength of an attack and the number of links

targeted. In our experiments, every link in the network has a bandwidth of 100 Gbps

unless otherwise stated. We gave every node in the network 10×100 Gbps fallow

transponders; we revisit this allocation in § 8.5.6. Therefore, each node is capable

of establishing a 100 Gbps link between itself and up to 10 other remote nodes.

This bandwidth constraint per transponder is emulative of a 100 Gbps polarization

multiplexed quadrature phase shift keying (PM-QPSK) transponder [33]; this type

of transponder has been widely deployed in backbone networks for decades, and can

reliably transmit 100 Gbps data channels approximately 5,000 km [94]. While higher-

bandwidth transponders are also widely deployed, we only consider 100 Gbps QPSK

transponders in this study. This is a conservative assumption for a lowest-common-

denominator evaluation of the ONSET defense—we expect higher power/bandwidth

transponders will improve the network performance further.

Network Nodes Links
Sprint 11 18
ANS 18 25
CRL 33 38
Bell Canada 48 65
SurfNet 50 68

Table 7. Networks used in our study.

Optimization Time: Our model implementation has a 1 minute cut-off window.

Said differently, if the model does not find an optimal solution by then, it returns

the best feasible solution. In cases where the solver finds a solution early, it may
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Figure 55. CDF of optimization time for ONSET experiments by network.
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populate a set of alternative feasible solutions with the remaining time. We find that

ONSET is able to dynamically derive topology configuration and routing settings for

many attack scenarios presented to it. Figure 55 shows the time distribution for all of

the ONSET models evaluated in this section. We observe that for the graphs Sprint,

CRL, and ANS, all have a strong majority of evaluations where an optimal solution

is found before the cut-off period at one minute. Bell Canada has 15 more nodes than

CRL and nearly twice as many edges. ONSET found an optimal solution for attack

on Bell Canada within the prescribed time in 38% of experiments. Surfnet, with only

marginally more nodes and edges than Bell Canada, found optimal solutions in the

allotted time in 25% experiments.

Presentation of Results: Due to the different nature of the coremelt, Crossfire, and

Rolling attacks, we plot the results for each test differently. Coremelt attacks target

one or more network links, and the targets can be arbitrary and random. Therefore,

we plot these results as grouped bar charts, where a group corresponds to a specific

attack, and each bar represents the network performance of the different mitigation

strategies (ECMP, ECMP+ONSET, Ripple*, and Ripple*+ONSET). The attack in

each group of bars targets the same exact set of links with the same volume of traffic.

In many of the results we show network performance as it relates to maximum

link congestion because LFAs, by purpose, attempt to maximally congest a link or

set of network links. Therefore, we use this metric to determine the success or failure

of an attack for each experiment. Related studies, e.g., Ripple [301], also narrow the

scope of their evaluation specifically to links that are targeted by an attack. However,

we include the complimentary results for total network throughput in the evaluation

of the coremelt attacks in § 8.5.2, as it illustrates the relationship between maximum

congestion and the overall performance of the network traffic. After establishing this
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relationship we omit throughput from the results as we are primarily interested in

keeping maximum link utilization below 100% and keeping throughput at 100%.

The Crossfire attack targets a region of the network. To see how the different

mitigation strategies perform, we launch crossfire attacks against each node in the

network independently by targeting each link incident to each node targeted with an

LFA. To view the performance of multiple attacks for each network, we present the

results as CDF, where the X-axis shows max network congestion for each attack in the

distribution and the Y-axis shows the CDF function for a given value of congestion.

The rolling attacks can be composed of crossfire and coremelt attacks, and we are

interested in seeing how the network performance changes as the attacks change over

time. Therefore, we plot network performance as a time series, where the X-value is

a point in time, and the Y-value is the relative network performance metric at that

time.

8.5.2 Coremelt Attack. To evaluate the performance of our framework

against the coremelt attack, we consider a variety of attack strengths and attacks

against a varying number of total links. In particular, we generate matrices composed

of attack traffic with volumes of 100, 150, and 200 Gbps, each targeting 1 to 5 links

simultaneously. These parameters are chosen in an attempt to get a broad-scope view

of the impact of ONSET for a range of (multi)-attacks, each of which is capable of

flooding a link with 1x to 2x its maximum capacity. We settled on these settings after

discovering that they are severe enough to demonstrate a breaking point for Ripple*.

Figure 56 shows the effect on network congestion from this suit of attacks for all of

the networks in this study. In this figure, the x-axis is encoded as (number of links

targeted × attack strength per link). For example, a 5×200 Gbps traffic matrix has

a total volume of 1 Tbps; this volume is spread between 5 attacks targeting different
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links with 200 Gbps of traffic each. The matrices that we use in this test are made

up completely of attack traffic. The y-axis shows the maximum link congestion (max

congestion) in the network. When max congestion is greater than 1 the attacker

successfully induces traffic loss.

We separate these results based on routing strategy (ECMP or Ripple*) and

whether or not the network employed an ONSET topology programming defense.

We see that SDN-based routing with Ripple’s defense can offer notable savings up to

a point. For example, in the CRL network, when 5 links are targeted with a 100 Gbps

attack each, this network experiences congestion loss. However, Ripple*+ONSET is

able to prevent congestion loss in every 100 Gbps attack against 5 or fewer links in

every network.

We also observe that link-state routing with ECMP has greater difficulty

mitigating loss from adversarial traffic. A 100 Gbps attack is able to induce congestion

when only two links are targeted in ANS. As the number of targets increases to three,

all of the networks experienced congestion loss. In every attack shown, ONSET is able

to find a topology and routing solution in under 1 minute that completely mitigates

all congestion loss.

Summary: Out of 94 crossfire attacks against 5 networks, only 15 attacks resulted

in congestion loss with ONSET. Of the routing-based defense without ONSET (plain

ECMP or Ripple*) 68 of the attacks resulted in traffic loss. ONSET reduced loss rates

in the limited cases where it faced loss.

8.5.3 Crossfire Attack. We evaluate the resilience of ECMP and the

Ripple* defense against crossfire attacks, where each node in each network is targeted

with a 100 Gbps attack on all incident links and a 200 Gbps attack on all incident

links. Similar to our evaluation of ONSET’s added benefit for Coremelt attacks, these
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parameters are chosen because they represent a range of moderate to strong attacks

that are capable of inducing traffic loss under ECMP and Ripple* respectively. In

this section, we highlight the results for both these attacks on Sprint, ANS, and

CRL, Bell Canada and SurfNet. Figures 57–61 show the results for each network.

Subfigures, (a) and (b), show the effect on max. congestion when the network uses

ECMP routing with and without ONSET for a 100 Gbps attack (a) and a 200 Gbps

attack (b). Subfigures (c) and (d) show the effect when the network uses the Ripple*

defense.

We find that the link-state routing protocol, ECMP, is highly vulnerable to

crossfire attacks. An attack of 100 Gbps is enough to cause congestion for

approximately 20% of the 100 Gbps attacks to induce traffic loss. In comparison,

ONSET had congestion loss in less than 5% of all events at this volume.

When networks use the Ripple* defense, they can aptly mitigate the lower-rate,

100 Gbps attacks (Figures 57c, 58c, and 59c). However, for larger scale attacks, at

the 200 Gbps level (Figures 57d, 58d, and 59d) 68 of the attacks are successful at

inducing congestion. Ripple*+ONSET had 37 congestion loss events for the same set

of attacks.

The reason that performance in Sprint is not perfect for every attack is due to

the size of the network. It is the smallest network in the evaluation and therefore

has the fewest possibilities for adding links dynamically with ONSET. Similarly, the

aggregate bandwidth from the attacks is concentrated on fewer total links, magnifying

their impact. This underscores the notion that bandwidth is limited—even if you

can establish new links opportunistically. However, ONSET increases the amount of

traffic needed by an attacker to induce congestion loss with an LFA.
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Summary: Defending Crossfire attacks with ONSET can greatly improve the

defensive posture of a network and is complementary to SDN defenses that adapt

the forwarding behavior of network traffic. In total, we simulated ONSET against 222

attacks on five networks. ECMP (without ONSET) led to traffic loss in 84 attacks

(67%). With ONSET, ECMP led to traffic loss in 6 attacks (4%). The Ripple*

defense without ONSET resulted in traffic loss for 50 of the 124 attacks (40%). With

ONSET, the number of attacks that resulted in traffic loss fell to 3 (2%).

8.5.4 Rolling Attack. Next, we evaluate the ability of ONSET to adapt

to an ongoing/rolling attack. We evaluate a series of traffic matrices constructed

to model several attacks. We model the attack traffic matrices for Crossfire and

Coremelt attacks as described above. We also included a Spiffy attack, where the

attacker gradually increases their demand until a cost threshold and targets a link

that is expected to be shared by the greatest number of paths.

We simulated seven attacks, sampling traffic metrics (throughput/loss/congestion)

at 5-second intervals over a 60-minute period. The time between attacks varies from

5 seconds to 5 minutes. Figure 62 shows the network performance with respect

to congestion during these attacks for a Ripple* routed network. Figure 63 shows

simulated network congestion over an hour, sampled at 5-minute intervals for rolling

attacks in an ECMP-routed network with and without ONSET. The black dashed

line at Congestion = 1.0 marks the loss threshold; any congestion beyond that point

results in traffic loss. These results show that the ONSET framework can quickly

adapt to dynamic attacks. In more than 90 percent of instances, ONSET completely

mitigates attack induced congestion loss..

Figure 64 shows the total number of active network links during the rolling attacks.

Our optimization is triggered whenever congestion is above the loss threshold. If
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congestion remains above that threshold, then we invoke the optimization again to

find more links to add to the network. In every event, the optimizer yields a solution

that the network can instantiate in under sixty seconds. When congestion reduces

back to a level seen before the attack started, the flux links are released. Therefore,

in the last two attacks which happen in quick succession, the number of flux links

drops to zero as the attack ends, and then quickly jumps up again after the next

attack begins.

Summary: ONSET can be used with SDN and link-state routing to react and adapt

to rolling attacks. When traffic demand falls after an attack is over, ONSET is able

to detect the change in utilization and deactivate links that it had activated. These

fallow transponders can then be used to respond to new attacks that target different

sets of links.

8.5.5 Cost Benefit Analysis. We now assess how the cost of provisioning

ONSET (i.e., the capital expense for hardware required to realize optical topology

programming) compares with defenses on a static topologies. To this end, we

count the number of transponders required to insulate legitimate traffic from attack

induced-congestion when an attack occurs leveraging 2x and 3x the bandwidth of

one transponder. Table 8 shows that the cost-benefit of ONSET comes from scaling

our defense with the number of nodes in the network, rather than links; to defend

an arbitrary attack in a static topology, you must over-provision all of the links by

a factor, e.g., 2 or 3x, depending on what the volume of the attacks you want to

be protected from is. In ONSET, if you simply provision 1 or 2 fallow transponders

per node, you can provide the same bandwidth guarantee for any link without over-

provisioning them all. To see this intuitively, consider star graph with 5 spokes. To

guarantee an attack threatening 2x bandwidth utilization on any link, you will need
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20 transponders (4 per edge given by 2 per each end of each link). If you wanted

to provide the same benefit with ONSET, you just need 16 (the original 10 and one

more per each of the six nodes). This benefit is modest for the simple example but

translates to hundreds of transponders in savings for real-world networks as seen in

Table 8.

Network 2x Static 2x ONSET 3x Static 3x ONSET
Sprint 72 47 108 58
ANS 100 68 150 86
CRL 152 109 228 142
Bell Canada 256 176 384 224
SurfNet 272 186 408 236

Table 8. Cost to defend an attack threatening 2 or 3x Max Link Utilization on an
arbitrary link with a Static Topology vs. ONSET.

8.5.6 Cost Reduction via Variable Fallow Transponder Allocation.

Cost numbers in Table 8 and link ranks from Figure 52a together suggest that we may

be able to further reduce the cost of provisioning ONSET by deploying more fallow

transponders around critical links and fewer fallow transponders at other nodes in

the network. We evaluate this prospect by starting with a näıve approach wherein

we provision 10 fallow transponders to the top 10% ranked links (given by link

rank metric defined in § 8.4.1) and then provision half as many fallow transponders

at every other node in the network. We then simulate coremelt attacks on each

single network link and compare the performance of ONSET with the static and

variable fallow transponder allocations. We reproduce this experiment for all of the

networks considered in this study, both using ECMP routing and the Ripple* defense.

Our results conclusively show that reducing the number of fallow transponders we

provision for the bottom 90% of nodes does not reduce the performance of ONSET

in defending single-link coremelt attacks—the results were identical to those seen in

Figure 56.
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Motivated by this result, we explore the effect of variable fallow transponder

allocations on ONSET’s performance more deeply. In this pursuit, we seek for a

decision-support capability to determine the appropriate fallow transponder allocation

strategy based on an operator’s budget and the magnitude of loss they are willing to

tolerate. We now allocate only two fallow transponders to each node if the node’s rank

is greater than or equal to a given rank, n. We vary n over all of the numeric rank

values for nodes in the given network. We identify the cost of an allocation n as the

total number of fallow transponders provisioned under that allocation. In practice,

this cost can be swapped with the dollar value of that same number of transponders.

Figure 65 shows the cost of each allocation strategy in ANS (65b) and CRL (65a).

The most costly solution is to deploy the fallow transponders at every node (where

n ≥ 1). As n grows, we restrict fallow transponders to more highly-ranked nodes. If

we limit these to nodes with a rank of 3 or higher, we reduce the cost from 36 to 24

in ANS, and from 66 to 36 in CRL.

To gauge the relative value of each of these allocations, we enumerate a series of

stressful attacks against every link in each network, repeating this series of attacks on

the networks under each fallow transponder allocation, n. We plot the total number

of loss events for this set of attacks against the cost of a given fallow transponder

allocation. We conducted this experiment for both ECMP-based routing and Ripple*.

The results, shown in Figure 66, show a Pareto front cost and loss events under each

allocation n. In these graphs, better quality solutions fall closest to the origin of the

graph, where Loss Events and Cost are both minimized.

Summary: We provide a decision-support capability in ONSET with which operators

can choose how to deploy fallow transponders based on their needs and budget. In

practice, an operator can use this capability to deploy ONSET by leveraging data

196



from historical attacks they have been exposed to and the existing routing and defense

strategy they employ.

8.6 Future Work

In this section, we discuss three opportunities that we plan to explore as part of

future work.

(1) Topology Programming API: As ongoing work, we are considering methods to

construct a high-level API that can be leveraged to programmatically control network

topology and routing. Concretely, our envisioned list of API calls includes:

1. get available transponder(node) which returns an index to a fallow

transponder at node

2. add circuit(nodeu, nodev) which queries fallow transponders at both nodes

and pairs them.

3. get peer transponder(nodeu, nodev) which returns an index to a nodeu

transponder peered with nodev

4. drop circuit(nodeu, nodev) which queries peered transponders at both nodes

and de-allocates them.

An example of how these API calls can be employed in coordination with the

optimization model described in § 8.4.2 is shown in Algorithm 3. In this example,

SIG LFA DETECTED and SIG LFA OVER are flags that are set by a network monitor.

We assume that this signal is generated by a mechanism outside the scope of this

work, e.g., from a programmable switch. This program is agnostic to the type of LFA

occurring (e.g., crossfire or coremelt). It uses link utilization data to choose where to

add one or more flux links to the network using the available fallow transponders.
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Algorithm 3 Topology Programming API for LFAs

1: flux links← [ ]
2: if SIG LFA DETECTED then
3: flux links← optimize topology()
4: end if
5: for (u, v) ∈ flux links do
6: add circuit(u, v)
7: end for
8: if SIG LFA OVER then
9: for (u, v) ∈ flux links do
10: drop circuit(u, v)
11: end for
12: end if

Line 2 states the triggering condition for activating the optimization step. Line 3

invokes the optimized method from § 8.4.2. The solver returns a set of links that will

minimize max link utilization in the network, and in lines 5–6 the links are added

to the network with the link provisioning API call. When LFA is over, lines 9–10

remove the flux links from the network.

Other low-level optical hardware configuration requirements must be met to

support this high-level API, e.g., configuring transponder power, amplifier gain

adjustments on the optical path, and configuring paths with ROADMs. In this work,

we are most interested in defining the requirements of our framework at a high level

and evaluating the potential benefit of it for LFAs.

Figure 67 illustrates the controller’s view of transponder allocations while using

the API. The API enables the network operator programmatically query the set of

allocated and fallow transponders at each node in the network. The API also has

methods to pair fallow transponders together, thereby establishing a new link in the

network. When a link is added to the topology, a pair of fallow transponders between

the nodes is activated and those transponders become unavailable for future links

until the pair is deactivated.
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(2) Topology Jitter: Before launching infrastructure-centric attacks targeting

specific network links such as Crossfire [149], attackers must obtain sufficient

network topology information, usually through network reconnaissance. This is

effective if the network topology is stable/static and attackers use path probing tools

such as traceroute. Existing countermeasures [148, 301] on infrastructure attacks

tend to distinguish between legitimate and attack traffic without handling network

reconnaissance. However, these solutions make an unrealistic assumption that link

flooding attack traffic is distinguishable from legitimate traffic while reconnaissance

tools let attackers easily probe the network paths around the target link and access

public services with “indistinguishable” traffic. Ideally, we should thwart attackers’

reconnaissance to effectively mitigate the attacks from the root.

To tackle network reconnaissance, we plan to investigate “topology jitter” using

ONSET. The idea is to employ a moving-target defense by dynamically changing the

optical topology to combat network reconnaissance in two steps. (1) In the first step,

we will enable dynamic capacities by invoking ONSET to allocate new wavelengths

on-demand to physically isolate suspicious and malicious flows and steer away from

the attack-induced congestion on a targeted link. (2) Second, we will write a defense

application using the API calls described above to periodically reallocate wavelengths

for suspicious traffic in the optical layer.

(3) Stress Testing and Adversarial Considerations: Our simulation-based

analysis of ONSET only scratches the surface for evaluating a topology-programming

defense against LFAs. In the previous section, we have attempted to deeply explore

basic questions regarding the potential benefit of ONSET with some generous

assumptions regarding the availability of optical resources while looking deeply at the

effect of network throughput in the face of high-volume attacks. More work is yet to be
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done in expanding this analysis; for example, we have yet to consider the cross-traffic

dynamics for legitimate and benign traffic as they compete with network services

on a dynamic topology. Low-level implementation of the physical links concerning

optical-grid spacing and the impact of bandwidth-variable transceivers on the defense

framework is also a ripe area of exploration for future work. We hope that our open-

source implementation of the framework aids researchers in exploring this area more

deeply.

Inspired by [4], adversarial considerations including potential attacks against the

ONSET system, overwhelming the compute capability of the network controller that

runs the optimization to configure the network topology, among others, are also

needed. We plan to consider these as part of future work.

8.7 Related Work

In addition to the work described in § 8.2.2, we refer the readers to recent

surveys [284,316] about LFAs and other DDoS attacks. We cover a few other related

efforts here.

Software-based DDoS Defense: SDN and network function virtualization (NFV)

enable a wide range of software solutions to detect and mitigate DDoS attacks.

For instance, Bohatei [86] orchestrates available NFV resources dynamically to

allocate sufficient defense capabilities towards various volumetric attack vectors.

SPIFFY [148] leverages SDN capabilities to temporarily increase the bandwidth on

a congested link by rerouting around the link and identify the potential attackers

via sudden bandwidth augmentation. While software-based defenses bring highest

flexibility, they do not scale to terabit LFAs. ACC-Turbo [5] presents a programmable

switch based defense for pulse-wave DDoS attacks without dropping suspicious traffic,
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but rater, prioritizing it. However, ACC-Turbo is not suited towards sustained LFAs,

and when congested, will drop traffic.

Switch-based DDoS Defense: Programmable switches have emerged as a

promising platform to perform DDoS detection and mitigation. Unlike traditional

switches that focus only on packet forwarding, programmable switches adopt a new

type of programmable ASICs and can support additional computation (e.g., DDoS

related computation like packet filtering, rate limiting, and hash tables) at a per-

packet basis while retaining high line rate guarantees. For instance, Poseidon [317]

uses programmable switches as a first-line defender to augment a DDoS scrubbing

cluster. Jaqen [181] introduces a switch-native approach to detect and mitigate

volumetric attacks. Their design includes a range of probabilistic data structures

to efficiently utilize the switch resources for DDoS defense. However, switch-based

DDoS defenses highly rely on accurate identification of malicious and benign traffic,

which is fundamentally challenging in LFA scenarios where attack traffic may appear

as legitimate.

Topology Obfuscation Techniques: There has been a concerted effort to stop

attackers from gaining the information about topology required to launch an LFA.

These efforts revolve around topology obfuscation, or techniques to hide topological

information from an adversary. Efforts include NetHide [196], BottleNet [154],

EqualNet [153] and references therein. Topology obfuscation is an orthogonal goal

to LFA mitigation. In this work we assume that the attacker has gained knowledge

of the topology, and is able to use that knowledge to launch their attacks. We are

concerned with finding ways to mitigate loss that may occur during such an attack.

Topology Reconfiguration Techniques: Optical layer topology programming has

recently gained attention in several networking contexts. Its benefits have been
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demonstrated in the context of traffic engineering in WANs [73, 140, 322] and data

centers [109, 234]. Prior work has posed topology reconfiguration to augment DDoS

defense [216,247]. Our paper moves beyond prior work by providing the first general

framework for an optical defenses against LFAs and demonstrating its applicability

to various networks.

8.8 Summary

LFAs present a particularly insidious and difficult-to-defend-against form of DDoS

attacks. While some early work has proposed LFA defenses, the techniques treat

the network topology as a static resource and only alter the forwarding behavior

for traffic. Consequently, they incur fundamental limitations in terms of tackling

attacks, or worse inducing collateral damage elsewhere in the network. Our vision

is to leverage optical layer advancement called topology programming to augment

existing LFA defense capabilities. Our framework, ONSET, paves the way for this

feat. ONSET jointly optimizes topology and routing, using fallow transponders at

nodes in the network to create opportunistic links. We show via what-if style analysis

that ONSET amplifies the benefits of existing LFA defenses for diverse terabit attack

scenarios and for a diverse set of networks.
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Figure 57. All Crossfire Attacks on Sprint.
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Figure 58. All Crossfire Attacks on ANS.
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Figure 59. All Crossfire Attacks on CRL.
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Figure 60. All Crossfire Attacks on Bell Canada.
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Figure 61. All Crossfire Attacks on Surf Net.
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Figure 66. Cost vs. Loss Events for various networks under ECMP or Ripple*. As
cost increases and fallow transponders are deployed more liberally, the number of
Loss Events for the set of attacks falls. An operator may use charts similar to these,
with their own network and historical attack data sets, to determine which level of
defense they would like to achieve based on their budget.
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CHAPTER IX

FUTURE WORK

These studies show a significant benefit can be unlocked by considering topology

as a non-static entity in the network, but more work and experimentation is needed

to deploy these solutions in a live network.

First, we need to test these systems on a live optical network. We have done

some early work to characterize the type of lab equipment needed to implement

the frameworks for GreyLambda, ONSET, and Doppler at scale. A network with

three ROADMs could allow four distinct topologies. We could use this to look

at the IP performance for stateful connections before, during, and after topology

reconfiguration.

Second, there is work to be done on designing a system to orchestrate and manage

the state of the network, including power sent/received, amplifier gain settings, and

the set of all optical circuits in the WAN. The system will need to abstract all of this

data for an operator so that they can oversee and troubleshoot any problems that

occur. The system should be designed to minimize the chances for any such problem.

In the event that a problem occurs, the operator should be given sufficient information

to find and resolve it. Diagnosing failures in an optical network is an ongoing area of

research, and we can leverage the recent developments in the field, e.g. [107,158,304],

applying and extending them to the reconfigurable topology setting.

Third, simulating network traffic and topology is an exciting domain to expand

into more deeply all on its own. There are many ongoing efforts in network simulation

that are being pushed by the industry to enhance data center and wide area network

performance, e.g., [91, 221, 289]. The Topology Programming simulator we develop

is open to extension [209]. At present, it does not support NS3 but building in
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that support would allow us to study some of the properties of reconfigurable optical

networks mentioned above, e.g., the performance and optimization of stateful TCP

connections and UDP flows on a dynamic topology.

Work is also ongoing to apply optical topology programming to data center

networks built for training large language models [82,244]. Our framework outlined in

the studies from this dissertation can be extended and apply here as well. For example,

we could look at the different characteristic traffic matrices that are generated from

the various ML training phases and adapt the topology programming loop to optimize

latency between GPU elements during these phases.
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APPENDIX

A.1 Lab Hardware Description

Our experimental testbed is shown in Figure A.68. The testbed is symmetric with

two simple fiber paths; all of the experiments reported below utilize a single path

from West to East. We employ two types of transponders in our testbed; one pair of

Advanced Optical Transport Network Line Modules (AOLMs) (Infinera AOLM-500-

T4-1-C6), and two pairs of Digital Line Modules (Infinera DLM-n-C2). Throughout

our experiments, all transponders send/receive streams of empty Optical Data Units

at 100 Gbps. Each transponder sends ODUs on ten individual wavelengths called

an Optical Carrier Group (OCG). Signals in an OCG are spaced at 200 GHz. OCG

properties are summarized in Table A.9.

Together, the transponders provide capacity to light up to 30 wavelengths in each

direction in our testbed. The transponders are connected to a series of Bandwidth

Multiplexing Modules (BMMs) (Infinera BMM2-4-CX2-MS-A cards in separate DTC-

A chassis), which can optically multiplex up to 40 wavelengths (channels) onto fibers

(organized in OCGs). The BMMs are also equipped with two Erbium Doped Fiber

20 dB attenuation

100 G band

Multiplexed band

100 G OCG Transponder

Band Multiplexer

Amplifier

Figure A.68. Configuration used in our lab-based experiments: six optical
transponders, each of which generate 100 Gbps of Optical Data Unit (ODU) traffic
over seven amplifiers.
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Amplifiers (EDFAs) (one in each direction) with an operating range of 20 to 27.5 dB.

The BMMs are connected via one-meter fiber jumpers, attenuated at 20 dB to

simulate fiber loss from a span of 80 km. The third BMM in the series is connected to

a 100 km span of single-mode fiber, and then to an amplifier (Infinera OAM-CXH2-

MS in an OTC-1 amplifier chassis), which is used to regenerate signals on long haul

paths. The path beyond the OAM is symmetrical to the path leading to it.

OCG Range (THz) Range (nm) Modulation

1 191.75 - 193.55 1563.45 - 1548.91 DP-QPSK
3 191.85 - 193.65 1562.64 - 1548.12 OOK
5 193.95 - 195.75 1545.72 - 1531.51 OOK

Table A.9. Optical Carrier Group (OCG) wavelength ranges and modulations used
in our experiments.

QPSK Tx

QPSK Rx

VOA

EDFA

OSABMM

Figure A.69. 100 Gbps QPSK transponders (left), band multiplexer (center), optical
spectrum analyzer, variable optical attenuator, and erbium doped fiber amplifiers
(right).

The equipment used in our lab is shown in figures A.69. The optical equipment we

use in our experiments is representative of equipment that is deployed in operational

networks. The BMMs and amplifiers are high power (can transmit 80 to 100 km) and
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operate in the C-band (1550 nm frequency). IP routers with suitable transponder

interfaces can connect directly to these BMMs. Amplifiers similar to those used in

our setup are often arranged in series to enable transmission of signals over hundreds

of kilometers.

A.2 Quality of Transmission

Next, we turn our attention to the following fundamental question: what effect

does adding or dropping a set of wavelengths have on persistent connections, i.e.,

those optical frequencies sharing spectrum on a fiber with a dynamic DWDM channel?

We call these persistent connections “witnesses” for short because they witness the

addition or subtraction of a wave (or set of waves) within the fiber they traverse.
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Figure A.70. QoT measurements for witness waves while adding/dropping OCG1.
During the add/drop, Q factor for the witness waves is relatively constant—varying
by +/- 0.1. Errors accumulate at a linear rate as expected in a live transport network;
100% are corrected with FEC while running traffic over OCGs 3 and 5.

Figure A.70 shows the Q factor and corrected/uncorrected bits from forward error

correction (FEC) for a wave in OCGs 3 and 5; these measurements correspond to

those shown in Figure 13b. From figure A.70, we see that, although we add 50%

more power to the circuit in the form of a third OCG, the Quality of Transmission

(QoT) measures of the witness waves in OCGs 3 and 5 are not impaired. More

concretely, the Q factor for the two waves varies only by +/- 0.1; FEC corrected
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all physical bit errors. To further assess the impact of adding/dropping waves, we

installed a Tributary Optical Module 10G (TOM-10G-SR1) (which maps electrical

signals to an optical 10 Gbps wave) to run IP perf traffic over a wave in OCG 3. This

tool is commonly used for diagnostics/testing of optical WAN circuits. Analysis of

the perf traffic over the TOM verifies that no packets were dropped for the witness

wave while adding/dropping OCG 1.

We conduct more extensive tests of the impact on QoT for witness waves while

adding/dropping random OCGs. In this test, we apply every permutation of the

three OCGs on the fiber. We see that adding/removing from the spectrum did not

negatively impact any of the witness waves.

Main finding and implication. From these results, we find that adding 100 Gbps

of capacity to an optical path does not adversely affect the witness waves on that

path. Therefore, we conclude that it is safe to add/drop waves in manual mode to

increase the agility of the physical layer via OTP.
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