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Abstract - This paper describes some technique for two-dimensional
pattern representation. The concept of "regular-like expressions”
is introduced and then this structure is used for representing two-
dimensional patterns generated by "array grammars". This technique
is both sequential and parallel, which provides a compromise between
purely sequential methods, which takes too much time for large arrays

and purely parallel methods, which take too much hardware for large

arrays.
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1. Introduction

A simple property-specifying device for a clazs of languages has the
definlite advantage that each language in the class ean be defined explicitly
by the device, in contrast to the implicit representation of languages by
grammars, For instance, a regular language can be represented by a regular
expression. However, no such representation is known for two-dimensional
patterns. In this paper, we introduce array grampars and regular-like
expresslons that describe sets of well-formed formula, which ecan be inter-
preted as rectangular arrays. This method employs a sequential/parallel
technique, which provides a2 compromise between purely sequential method,
which take too much time for large arrays and purely parallel method, which
usually take too much hardware for large arrays., We adapt the definitions
and notations from Salomaa[ 1 ) and Wang( 2,3 ).

2. Definitions and lotations

Definition 2.1  Let a be a letter, and let L and L1 be string languages.

The a-substitution of L into L, in symbols, LSaLl' is defined by

LSL“{P‘PHP QP,.. PGP ., k20,

PlaPza ..P a€ L, a is not a subword of P1P2"'Pk+1

andqjé Ll’ forléjék}.
Notice that for each a, Sa is an associative oreration, Therzfore
we may write "products™ associatively, for instance, LSaL ScL 5 L1
The notation S (Ll) means the Sa—prodnct with 1 2 2 factors L. By
definition, S (L ) = L. The iterated a-substitution closure of L, in
symbols, L+a. congists of all words P which satisfy the following two
conditions: (1) For some i 2 1, P € Sa(Li) and (2) 2 is rol a subword of P.

The iterated a-subsvitution closure is closely related to ihe opera-

tions superscript asterisk (*) end plus(¥). It is an immediate consequence

of the definition that if L is a lanmuage over an alphabet not containing



a, then L= (Ia U A )™, 1% (12 u1)™.

" Definition 2.2 Assume that V,and V,= { 0,0 ,u,+d, A ,(,) } are
disjoint alphabets, where € and © are row catenation and column cate-
nation operators defined as in [ 2,3 ), U noans union, +is a spe-
clalrepetition operator, ff means empty set, A means empiy word, ( neans
left parenthesis, ) means right parenthesis.

A regular-like expression over ViU V, can be defined recursively
as follows:

(1) g, A\ and a letter of Viare regular-like expressions,

(ii) If a £ Vi.Q and R are regular-like expressions, so are (Q )] R),

(@9 R), (QR) 2nd ( q )" 2,

(iii) Hothing else is a regular-like cxpression,

- ; +
Brample 2.0 ((a0cevun ) “vava) @ isa regular-like exp-

ression. (Notice that we hzve ommitbted unnecessary parenthesis). This
. . i i ..
regular-like expression denoies the lanmuage -[(a b )j i, =0 }.
Now we are in a position to define array grammars and array languages.

Definition 2.3 An array grammar (AG) is a quadzuple G = (V,T,P,S),

whers V = Vl U VZ’

V, is a finite set of nonterninals,

where

Vz is 2 finite set of interrediates,
T is a finite seb of terminals,
P =P UP,., wvhore
1 2’
P1 is a finite set of intermecdiate rules,
P? is a finite sot of iterminal rules, and
S € V; is the start symbol, (,),8,0 ¢ V,. Detailed explanations

arc given as follows:

+
Py 1s a sebt of ovdered pairs (u,v) writter as u > v, u,v in (vluv?) ,



v must be a well-formed formula (wff) which is defined as follows :(i)
cach member in V, U o {(.),9,@} is a wif, (ii) if a,b are uffs so are
(a 8 1), (2 0 b), (ii1) nething else ic o wif,

The strings generated by P, is {}: s 3xe VZ}_The internediate
languages generated by P2 are matrix languzges as defined in [ 2,31 L.
For convenience we denote the language generated by P2 vith initizl sym-
ol A €V, -{(,), 0, m} by T, ={x1r-. 54 xe T'H}.

Thus wie may think of P, as a set of dipoles P, =AQV1P(A), each dipole
cosisting of two sets of rules, the first one of which is For horizontal,
sequential productions; the second of which is for vertical, parallel
productions.

The language generated by an array grammar is explained as follows:

Starting with 8, the rules of P1 arc applied until all nonterpinals
are replaced with intermediates. Thus we obtain a horizontal string over
v, (wff). Now each symbol A € [P { (,),0,0 } will be replaced according to
to PZ until every symbol is replaced by a terminal, If each rule in P2 is
(cr:cr), P, is CF, then, accoxding to Theorem 1i.l4 of (1] ve ses that
the collection of all the wifs generated by an array gramnrar G can bhe

!

represented by a regular-like expression defined in Dofinition 2.1

Tnis expression constitutes the language genorated by the array gramnmar G,
It can be interpreted as a set of rectangular arrays (mairiz) by properly
processing operators such as 6, @, U and the repetition operator +, sub-
Ject to the condition imposed by the row and column catenaticn, (This

means that we take only those ratrices which are defined under 8 and @.)



3. An Brample : Digitized Enzlish Lettes "R” ¥ith

Fixed Proportions

In this section we ars going io show an exanzle of array grannmar
vhich generates a set of digitized English letiter "R with fixed pro-
portion, say 1:l.

Exzmple 3.1 et G= (v, T, P, S) be an array gram-ar,

whereVz-{S,Sl} U{ABCDL, GHh()Q(D}
P :-{s-:»(Fm((Desi)QE)@c),
sl-.»(cm((A@sl)ruB)mc),

S5>H S, >k 1,

1 J
Ly * {yxx}~(®®)9(}ﬁuc€)~:)9(ﬂ)®)
L ={ONOM ] naal - (o) v (0.0t
I, ={( %()7] n a 1}= ((.020.) U (Lox0.))" 2

Lc={ Ex;: | nél} =((.ea0.)u(.oaxo.n*?2
Ly ={xn|né1}=—. (x0a)u ):)+a
L ={ ()" 1xn| n 2 1}= ((.oa0x)U x)é-a

=={ (x)nl n & 5} =((x0a)uU(xexexeoxo x))+.a

i =n{ Ef;z—z | n %2 } =((z020.)U(x0x)"2

X

¥ X X
L, :{ T2 o oo }: (x@x0x)8(x@x0x) 0 (» 0x 0 x).
%KX

Again ve omil all unnecessary parenthesis,

L



It can be seen that

= (L 0ala ' L yha @1
L(G) (LF&B((LDQ((LCQ((LAG:O LB)G)LC) U L) eL_,)g.,G)) U

)
which can be interpreted as a sct of all digitized English letior "R"
with fixed proportion i:1. The first four neabers of L(G) are lisied in

Figure 3.1 . A derivation process is5 illustrated in Firure 3.2,

We can also find array grammars that gensrate tuo-dimensional patterns

involving dizgonal strokes as follows:

Example 3.2 . An array grammar which generates a language containing

non~vertical, non-horigzontal linc is shown as follow,

Congider the following (CF:(R:R))AG
G = (V,I,P,8), with V= {S,B,C} I ={.,x} and

P

il

{s-—;-ce (BosB)ec |
S > . X, }

X. X
B { (')n I n =3 }

) {x(.)“x Iné3}

It is seen that L{G) ='{sut of all digitimed "{" with 1:1}.

1

S
it

=
it

For instance

) N S ¢
X . X N IR, ¢
y QD § X . X D S
. X .0 X N S ete € L(G)
X . X S N e o XL
X, ..X b4 Y.

. . . X4
Tt can be seen that L(G) = ((LCQ(LBOd@LB)QLC) Uk
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(1)

(2)

(3)

(&)

(5)

(6)

7

Replace a by LK' we obtain p b s
« X .
] mbine witl ‘2 have o
Replace LA by . . ., combine h LK’ w2 have v
s X

Replace LB by . x ., combine with above, we have

« s
. s
X X
«
» Ko

Replace Lc by %, combine with the above, we have

x
Replace Ly by % x x X x, Ip by . » combine with the above
x
-
result, we have
XX Xxx
l.xll
X . G
X x
X :
Replace IT,by ¥ and replacs LG by ; y combine with above,
X .
we have
X X XXKXX
xl'..'x
S5 G0N0 0 g Be
X X X X X X X
L{G
AN G Eain € (c)
X v o X
X . . X EEY

Figure 3.2  The derivation process of il..

3



4, Discussion

e have just introduced the concepls of "regular-like expressions"
and "array grammars”, This method for describing two-dimensional patterns
employs sequential/parallel techinque, which provides a compromise between
purely sequential method, which take too ruch tine for large arrays and
purely parallel method, which usually take too much hardware for large
arrays. Futhermore, it can generate patterns involving diagonal strokas and
patterns with fixed proportions, which is beyond the capabilities of matrix
grammars[:Z,B ]. It is the author's hope and belief that in the future more
interesting propertles of array grampars such as hierarchical structures and
closure properties will be found and characterizations of array languages

such as recognlizers will be established.
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Appeandix

For the convenience of the readers, the definition of "matrix grammax"
is given as follows.

A matrix over an alphabet I is an rom reciangular array of symbols

R :
from I(m, %), The set of all matrices over I is denobted by T and T =

"{Aj ‘hers A is the empty matrix,
O biyees by )
Definition &l  Let X = | 1t... 12| a4y o in |
2 L eeed b ... b
ml juts) Smtl nint

then the column catenation ® is definad only when m=m' and is givon by

a LI Y ] a b [ I b '
~ xoy = | *1,0. Inil’"t Cin
b

a . a_ b .
ml""" Tmnntd m'n'
and the row catenation 8 is defined only when n=n' and is Ziven by

v &

rall in
(84 »ve 2
Xoy = ’bni bnn
, il ottt tine ,
\bm'i"' bn'n"
Definition AZ ! Let M and ' be 1two seis of ratrices, the column product

(caten: ion) is defined as MON' =={K®Y ] L £, Y ¢ H'} ard the row pro-
duct(catenation) is defined as ¥W' = {X0Y | X ¢ WY ¢ I’ .

Notation, I* denotes the set of 2ll horiconial sequences of symbols
from T and I = I*—{El, where £ is the empiy word of 1%, I, denotes the
set of all vertical sequences of synools over T and I. == I.—-{f} , where £

i+l 3

is the empty word of I,. x =x" T, xié_lfxti, X & I i=1,2,... .
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Kleene's closure can be defined recursiveoly os follows:
Definits: A L) t L 1 -‘ --1- 2
efinition A3 Let It b= 2 set of natricas arnd 3 - o, n° - HEE, L.,

45}

I N . A ; , W
1 = M M, then N Likh {Iu J I (column +} and 5 =X g{ﬁ}(colLiJ =Y,

Simliaxly, h1= h,H?=ﬂéJ,..., M. .=0,89 M, then I = U i i
2 . L i

ot
Lo
—~
o)
]
A
p—_

i.'T N K
- § .1 i=l
and = 14U L Ag (row *).
Definttion A% 4 mabrix gramser {(30) is 2 fxiple G- (8,,G,,), where

Gi=(V1,Ii,P1,S) is a phrase structure gramazy (P30 or type 0), contawh-

sensitive grammar (C3¢ or type 1),context-froe grarmar (G oxr

-r
o
la)

o

AN ]
S

[}

by

regular gramzar (RGC or type 3), where
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=
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=
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nonenpty

H
i—'n
m
o
e
',—c
=
cr
[

nonenpty set of intermediates

H

(=X
ik
23
s

4 is a finiie nonempty sect of type 0(i,2,3) nroduction rules ca!
horizontal rules
S € Vl iz the start symbol

k
G2=iz-iG21%, wthere G P

By
21" (Vg5 Ty

grammars with I2 a finite nonempty set of terminzls, V., a finite =ob of

vertical nonterminals, Si the start synbol, and P,. a Tinite nonempty =seb

L

|
:S\

of production rules, VZlf\ VZ. for 1 # j.

f={ llql,...,pl vhere each m, is a2 kxl malr-is consistirg of k rules
from the k GZi's, In each wmatrix, the length of the both right hand and
left hand sides of xules are identical,

The derivations arc obtained by firsit applying the horizontal produe-
tions of G1 until cvery symbol bacongs an inlerasdiate and then applying
the vertlcal pcoductions. In the vertical production whenever a matrix is
applied, all of thz applicable rules in thez mairiz should be applied simml-

taneously as each nonterminzl is rewrittern. If wo such vatrix is found, tho
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derivation hali=, In each step only one ins'znce is replecad iv each colingm,

Dafing

g-!"

ion A5 Au NG G - ( 2,..) is calied a type (1:3)70 12 Q. is

typs 1 and G? is a type J grammar for 0 £ 1,3 4 3. Ve use also the notation

(c7:C8) fox type(L:2)FG and 5o on.  Let . and 4 be in (V1) 2ys > 3

L' [
. I . ‘r’ . g . - Ao
we mean after Pl is applied’ tod we jetfﬁ JLel 4,3 in (inlvzlutz) o BhE
A} B owe mean after a column matrix is applied to A we pobt 3. Lal = and
* » - -~ b
Q,be the transitive closure of % and { respactively., The laniuosze genero-

ted by G is defined to be

L(G)=:{(aij)' i=l,.e0,m j=L,...,n | 8



