Dissecting the performance of Live Mesh-based Peer-to-Bgeaming

Nazanin Magharei, Reza Rejaie
Email: {nazanin,rezp@cs.uoregon.edu

Abstract—Mesh-based Peer-to-Peer streaming (MPS) mecha- whereas addressing the diversity requirement demands for
nisms incorporate swarming content delivery and thus are ake to  pulling missing packets in a random (or rarest-first) fashia
support scalable streaming of live content. Their key compent essence, swarming content delivery in MPS should be “timing

is a packet scheduling scheme at each peer that determines|fad " and v | th flicting d d bet
packet from neighbors while accommodating in-time arrival and aware” and properly leverage the contliicling demand between

diversity of delivered packets. Besides packet schedulirgcheme, timing and diversity. Another difficulty is that the source
the overall performance of a MPS mechanism also depends constantly generates new packets in live streaming session
on the availability of excess resources in the system. Reddn Therefore, the pool of newly available packets for delivery
proposed MPS mechanisms have been evaluated in a scenarioyery small (compared to the entire content in file swarming)
rich setting. Thus, neither their performance in a resource h . - . i .
constraint scenario nor the separate effect of packet scheting which could in turn limit the degree of diversity in z_;lvallebl
and available resources on their performance is known. packets among peers and adversely affect swarming content
In this paper, we dissect the performance of MPS mechanism delivery. This implies that a packet scheduling scheme for a
and investigate the effect of packet scheduling and availd® MPS mechanisms of live content should be carefully designed
resource on their performance. We argue that the global pagm 4 aqqdress this conflicting requirements. However, thelavai

of content delivery primarily determines behavior of a MPS ability of excess resourcesd. source and peer bandwidth
system. We present a new evaluation methodology that proplsr Yy 4, P )

captures this pattern. Using our evaluation methodology, w O large buffer at each peer could relax the timing requineme
examine the performance of representative scheduling schees (thus the need for a well designed packet scheduling scheme)

and the role of available resources. Our findings provide udel  and still deliver high quality stream to individual peers.
insights in design and evaluation of MPS mechanisms. A few recent studies have proposed new MPS mechanisms
that incorporates a variety of scheduling schemes rangog f
simple pull-rarest-first [3] to prioritizing packets baseah
Mesh-based Peer-to-Peer streaming (MPS) mechanismswgfrious combinations of their playtime and rarity [4]. Thes
fer a promising approach for scalable streaming of live enht studies often evaluate their proposed mechanisms through
over the Internet. in MPS participating peers form a randomkimulations in a resource-rich scenario [5] or through ac-
connected mesh over which they incorporate swarmireg, ( tual deployment where available resources (especially pee
pull-based) content delivery. Swarming content deliveny e bandwidth) are not accurately known. Despite the challenge
ables participating peers to contribute their resourdes, ( in accommodating the conflicting requirements for packet
outgoing bandwidth) more effectively which in turn impreve scheduling, these studies have all reported high delivguedt
the utilization of available resources among peers, andsleaty to participating peers. This raises the following imfgott
to a better scaling property for MPS approach compared ¢@estion“Does the reported performance in previous studies
the traditional tree-based Peer-to-Peer streaming appfdd  on MPS mechanisms represent the intrinsic ability of their
Incorporating swarming content delivery into P2P stream  scheduling scheme to utilize available resources or it isefye
inspired by the success of swarming for delivery of statesfil the side effect of abundant resources in their evaluation/?”
(e.g, BitTorrent [2]). File swarming mechanisms leverage thg nutshell, the following two important issues about pragbs

availability of the entire content and provide differengseents MPS mechanisms of live content have not been adequately
of the content to participating peers. This enables padiilg addressed by previous studies:

peers to exchange their available segments and effectively .
contribute their outgoing bandwidth. The key component of * Effect of Packet Scheduling Scheriiew does a packet

swarming content delivery is packet schedulingcheme at schedulin% \7\(/::eme perforr];n in ka scin?jri(l)_ with hlimited .
individual peers which determines the subset of packets tha resourcesz ataspects of packet scheduling scheme pri-
should be pulled from each neighbors. marily result in the observed (good or bad) performance?

Incorporating swarming content delivery into MPS livie « Effect of Available Resourceklow does the availability

content is inherently challenging because it should accomm gf V‘Z”Qgtshtypffs ;):hexcesfs resourceef.( peerlf\r;d sr(?u(rjcel_
date the following two requirement§): the in-time delivery andwidth) affect the performance of a packet scheduling

of each packet to individual peerse|, timing requirement), scheme? What are the underlying causes for the observed

- . : ; . effect of excess resources?
and (i) the diversity of available packets among peers in . . .
order to enable effective swarming., diversity require-  * Effect of BufferingHow does the available buffer size at

ment). These are potentially conflicting requirements for each peer interact with the packet scheduling scheme at

packet scheduling because addressing the timing requiteme individual peers and available resources?
demands for pulling missing packets with earlier playonteti  In this paper, we dissect the performance of MPS mecha-

I. INTRODUCTION



nisms of live content to systematically examine the impact size.

of both packet scheduling scheme and available resources Our derived signature/condition for good pattern of con-
on their overall performance. Our key observation is that tent delivery properly represents the characteristics of a
the performance of a packet scheduling scheme primarily well-behaved scheduling scheme.

depends on the global pattern of content delivery from sBurc The rest of this paper is organized as follows: Section I
to individual peers through the overlay. Therefore, captupresents the required background on MPS of live content for
ing the global pattern of content delivery is very useful igig paper. In Section IIl, we explore the design space for
identifying any potential performance bottleneck for @it he packet scheduling scheme for timing-aware swarming, an
delivery. We present an evaluation methodology to propefjjentify several candidate schemes. We describe our eiaiua
capture the global pattern of content delivery, and exaritie methodology in Section IV. In Section V and VI, we discuss
characteristics. We also derive the proper pattern of antghe effect of scheduling scheme and available resources on
delivery that minimizes the required resources and buffefye performance of MPS, respectively. Finally, Section!VII
size in the system, and present a set of characteristics i cjudes the paper and sketches our future plans.

identify such a pattern,e., the signature of a proper pattern

of delivery. The proper pattern of content delivery thervesr Il. MESHBASED P2P SREAMING: BACKGROUND

as a reference to identify the underlying causes in a poorly

performing scheduling schemieg(, performance bottlenecks). In MPS, participating peers form a randomly connected
r{g\?sh (-e., unstructured overlay) over which they incorporate

arming content delivery. To consider the general case, in
is paper we assume that peers form a directed overlay where
gre is a parent-child relationship between peérsach
efr learns about a random subset of participating peens fro

We identify the design space of the packet scheduli
schemes by exploring different ways to address the com‘@jctiS
requirement between timing and diversity in timing awar
swarming mechanisms. Then, we select several candid

scheduling schemes that represent the entire design spac@ ) d d L .
well as the key features in the previously proposed schlegulial ootstrapping node and tries to.mallntla}ln connection to a
roper number of parent peers while limiting the number of

schemes. Using our evaluation methodology, we examine {HePe .
performance of each candidate schemes in both resoulrtc?eCh'ld Peers. T_he ”“"‘_‘be_r of parer_lts and chlldre_n for each
constraint and resource-rich environments. This illusgahe PEEr &€ proportional with its incoming and outgoing access

ability of our methodology to assess the separate effect ik bandwidth, respectively. This balances out the loadagn

scheduling scheme and available resources on the perf(xlsma?leers and thus minimizes the possibility of major bottlénec

of MPS mechanisms. Overall, our study provides a usef@f’ the access link band_width_.

insight in the design of packet scheduling scheme by revgali SWarming content delivery is a key component of MPS. We
how different components of scheduling affect the globé‘is_sume that all data gonnectlons between parent peersaind th
pattern of content delivery. Our evaluation methodology iﬁhlldren are congestion controlled using RAP or TFRC. Each

essence offers a unified framework for head-to-head compd}fe" (s a parent) periodically reports its available conte
son of different packet scheduling schemes. Furthermane, &' child peers. The packet scheduling scheme at each peer (a

findings provide useful guidelines for resource provisiani a child) periodically (once pef second) determines a subset

and stress testing of MPS systems. Our main findings can HePackets that should be requeste.( pulled) from each
summarized as follows: parent. The collective behavior of packet scheduling seham

all peers determines the global pattern of pull contentveeji

« Scheduling schemes that prioritize newly available packom source to individual peers though the overlay. Thisglo
ets with largest timestamps among parents exhibit p@ttern of delivery directly affects (i) the availabilityd thus
significantly better performance than other schemes. Orgyrival time of packets to individual peers, and (ii) theetsity
this class of scheduling schemes can achieve good perfof-available packets among connected peers.
mance in resource constraint scenario. This implies that inIn the context of live MPS sessions, all participating peers
a timing-aware swarming content delivery the availabilitynaintain a loosely synchronized playout time thatiseconds
of new packets is more important than addressing timirgehind source playout time (Figure 1). This implies thatheac
requirement. peer requires to maintain at leastseconds worth of buffering

« Increasing source bandwidth (with proper source coote absorb out-of-order delivery of packets that are caused b
dination) results in a major improvement in performancewarming. Maintaining a close playout time maximizes the
compared to increasing peer bandwidth. This is due to tlogerlap between relevant packets among participatingspeer
unique role of source bandwidth on the rate and timinghis not only facilitates packet swapping among peers laat al
of delivered packets to participating peers throughogreatly simplifies parent selectiof.In essence, at any point
the overlay. In contrast increasing peer bandwidth has
a limited effect on performance. 1An undirected overlay is indeed a special case [6] of didaeerlay, and

« Any poorly designed scheduling can provide gOOd qua"fpus most of our discussion and findings are still valid.
2|f participating peers maintain different playout time ckapeer can only

to participating peers by add'ng sufﬁugnt ampunt QJelect a parent with overlap in ints relevant packets whigtitd the number
excess resources of proper type and/or increasing buftepeers that can serve as its parent.



buffer falls within the following range tp+A, t,+A+uw]. 3
Figure 1 depicts a view of packets with relevant timestamps
(buffer state) for a peer at an scheduling evépt.ts e, tiast
andt,.., denote peer’'s and source’s playout times, the largest
reported timestamp by parents in the last scheduling events

&8 N
&S & &
R § S &o
M O 00 A and
] |
FEE PR R R >
e t t¢ t¢
? A A last new sre
()
L]
Fig. 1. Buffer state at an scheduling event in a peer

of time, participating peers swarm the most recergeconds
window of content that source has generated.

The performance of a MPS mechanism of live content
depends on various design choices such as packet schedulin_g
scheme, peer connectivity, source behavior and buffer, size
as well as available resources in the system namely source
bandwidth and peer bandwidth. For example, increasingcgour
or peer bandwidth, or providing larger buffer to individyeder
intuitively increases the chance for in time delivery of keis
and thus improves delivered quality to individual peers.

Previously proposed MPS mechanisms have usually been
evaluated in a particular scenario with either unknown or
abundant amount of resources. Therefore, it is difficult to
assess whether their reported good performance is a siel eff
of excess resources or an inherent ability of the proposed
scheduling scheme to utilize available resources. Our goal
in this paper is to address this issue and illustrate the role
of packet scheduling scheme and available resources on th
performance of MPS systems of live content.

the largest reported timestamp in this scheduling event

Careful examination of Figure 1 reveals that the buffer
consists of three distinct regionse, range of timestamps)
as follows:

Playing Regionthis is the left most region with times-
tamps within the following rangetf+A, t,+2 = Al.

We call this playing region since all these packets are
being played in the next interval. Therefore, explicitly
requesting any missing packet from this region explicitly
addresses the timing requirement.

New Regionthis is the right most region with timestamps
within the following range {;,s:, tnew] Which represents

all the new packets with largest timestamps that have
become available among parents since the last scheduling
event. Requesting these packets explicitly expands the
pool of new packets which in turn facilitates the diversity
of delivered packets to individual peers.

Swarming RegionThis is a larger region in the middle.
Since there is no preference among missing packets in
this region, these missing packets can be requested in a
random/rarest-first fashion in order to address diversity.
The relatively large size of swarming region provides
opportunity to diversify available packets in this region
among peers.

Given the above properties of packets in these three regions

IIl. PACKET SCHEDULING: DESIGN SPACE AND

CANDIDATE SCHEMES

the design of a packet scheduling scheme has the following
two dimensions:(i) the relative priority {.e., the order of
requesting missing packets) of different regions, #iidthe
choice ofrandomor rarest-first strategy to select a subset of
packets that are missing but available among parents. Note

In this section, we identify the design space for packet;

setting relative priorities for different regions itigitly

scheduling schemes in MPS of live content, and then selegiyrois the allocated packet budget to each region. These

a few candidate schemes that properly represent integes

Wo dimensions of design space for packet scheduling scheme

scheduling schemes across the space. The packet schedyliglate the following eightandidatescheduling schemes:

at each peer should determine the requested packets from
each parent based on the following informat{@nthe missing *
packets that still have sufficient time to be pull&d, available
packets among parents based on their reports(iapdonges-

tion controlled bandwidth from each parent that is pasgivel
measured by each child. The total number of requested Facket
from all parents during one interval.€., packet budget) is
determined by the aggregate bandwidth from all parentdgwhi
the number of pulled packets from each parent is proportiona
to its contributed bandwidth.

The goal of the scheduling scheme at each peer is to
ensure in-time delivery of requested packets while addrgss
the diversity of available packets among peers. The packet
scheduling function is invoked once parseconds and in each
scheduling event it considers packets within its curremideiv
of w seconds (buffer) that should be pulled from parents in the

Rare or Rand These schemes select all the packets
from the entire window using a rarest-first.§, Cool-
streaming [3] or PULSE [7]) or randone(g, BitTorrent

[2] or Chainsaw [5]) strategy, respectively. By enforc-
ing random/rarest-first strategy across the entire window,
these schemes maximize the diversity among delivered
packets to different peers. These schemes implicitly ad-
dress in-time delivery (or timing) of packets since the
number of opportunities to request a packet is equal to
the number of scheduling events that its timestamp has
appeared within the window. This number is larger for
packets with earlier timestamp and thus they are more
likely to have been requested.

o PRareor PRand This scheme explicitly addresses the

timing requirement (similar to [4]) by first requesting all

current interval. The timestamp of the packets in the curren3pPackets with timestamp,],t,+A] are being played during this interval.



following observation: the evaluation methodology for MPS
mechanisms should capture the global pattern of content de-
livery since this pattern directly determines timing, d&hility

and diversity of delivered packets to participating pe@itss

in turn provides a useful insight to identify the underlying

level 1

level 2 causes for the observed performance by a packet scheduling
scheme.
In this section, first we present a proper view and a set
evel3 ) () @‘Q @;60/,@ of metrics to capture the global pattern of content delivery
< T Second, we present the proper pattern of content delivety th
Fig. 2. Organized view of a random mesh maximizes the utilization of resources and derives the key

the missing packets in the playing region, and then usiﬁ:@aracteristics osignatureof s_uch a pattern. We then sketc_:h
the remaining packet budget to select rare/random pack8t{ methodology for evaluating different packet schedylin
from the rest of the windowt[+2 « A, #,.c,] schemes and present our simulation settings.

. NRareor NRand This scheme explicitly addresses thd’roper View & Performance metrics: We leverage the “or-
availability of new packets by first requesting all thgJanized view” of a randomly connected mesh [6] to properly
new packets (from the new region), and then using tipServe the global pattern of content delivery throughbet t
remaining budget to request a rare/random subset @y¢erlay. In the organized view, participating peers areugeml
packets from the rest of the window, A, tq.]. into levels based on their shortest distance (in hops) from

« NPRareor NPRand This is a hybrid scheme [6] that Source through the overlay as shown in Figure 2. Peers in
first requests all the available packets from the nelgvel 1 are directly connected to source, peers in level 2 are
region, then all the missing packets from the pIayinEY"O hops away from source and so on. chkets of any newly
region, and finally uses any remaining budget to requesggnerated segment at sources must be delivered to levéils of t
rare/random subset of packets from the swarming regid/erlay in a sequential fashione. pulled by different peers

Therefore, this scheme explicitly addresses both timirfj level 1, then by different peers at level 2 and so on.
and availability.# In essence, the organized view clearly illustrates thecdire

The output of each packet scheduling scheme is an ordej@@ that the pgckets of each newly generated segment should
list of required packets that are available among pare {gw through different levels away from sourcg. )

and should be requested. The next stepasent selection To capture the global pa’Ftern_ of content dehve_ry, We_lntro-
where selected packets are mapped to request from individ4ce two metrics that are inspired by the organized view of
parents. Toward this end, we assign each packet to a pam overlay and are defined on a per-level basis as follows:
that can provide the packet, and a smaller fraction of its« Diffusion rateof level i presents the rate by whiatew
packet budget has been assigned so far. This assignmetyt poli  packets are delivered to (peers in) levello capture the
tends to balance the number of assigned packets to individua diffusion rate of a level, we only capture the first copy
parents proportional to their packet budgets and exhibigs t of each packet that arrives at that level.

best performance compared to other policies as we illedrat « Diffusion timeof a packet to level is the time that elapses

in our earlier study [6]. from its generation time at source until the first copy of
Clearly, one can design other scheduling schemes that this packet is pulled by a peer in levelWe present the
balances the conflict between timing and diversity diffésen diffusion time in terms of the number of intervala\)

[8]. However, we believe that our candidate schemes allow us to provide an easy comparison with periodic pulling of
to properly explore the importance of addressing the timing packets by individual peers.

and d_ivers.ity requirementin an_implicitorexplicit fashi@nd gjnce new packets diffuse through the levels of the overlay
thus identify fundamental design tradeoffs. Furthermaona, away from source, anyew packet that is pulled by a peer
candidate schemes adequately resemble most of the commeRlyayel i must be provided by a parent peer in level 1.

used scheduling schemes in previous studies. Therefore, the diffusion rate of a level represents the cdte

availability of new packets to peers in each level whereas

the packet diffusion time illustrates how fast the new péske
To reliably assess the performance of a live MPS systepgach that level. In summary, diffusion rate and the distidn

we need an evaluation methodology that properly disseets ¥ packet diffusion time for individual levels of the oveyla

inherent abllltIeS Of a SChedUling SCheme from the improve0||ective|y Capture the g|0ba| pattern of content de&/er

ment caused by excess resources. Our earlier work on desigibugh the overlay.

and evaluation of a new MPS mechanism [6] has inspired tB¢ynature of a Well-behaved Pattern:To provide a reference

4 _ _ _ _ o for examining the performance of different packet schedyli
The other possible hybrid scheduling scheme that givesehigtiority to h diti f h lobal f
playing region, namelfPNRandand PNRare has a performance similar to schemes, we present two conditions for the global pattern o

PRareand PRand, and therefore it is not considered. content delivery that enables peers to effectively conteb

IV. EVALUATION METHODOLOGY



their outgoing bandwidth while utilizing their incomingmé  required for the delivery of stream to the top level of the
width from their parents as follows: overlay, peer bandwidth is equal to the stream bandwidttl, an
1. Required Diffusion Ratahe diffusion rate taall levels of the available buffer at each peer is equal to the number of lev
the overlay must be equal (or very close) to stream bandwid#is in the overlay plus three intervals. The resource cairstr
This condition ensures that participating peers in all levescenario stress-tests a packet scheduling scheme andesxpos
continuously receive new packets. The continuous avéithabi its inherent ability to operate without any excess resaiine
of new packets enables the packet scheduling to achieverhigthe system. Then, we illustrate how adding different types o
diversity in available packets among peers [6]. excess resourcebd., source and peer bandwidth) can improve
2. Sufficiently Short Diffusion Time (or Large Bufferint)e the performance of those schemes the performed poorly with
amount of buffering at each peer should be sufficiently laoge limited resources.
provide adequate time for in time delivery of required paske We note that our methodology and our findings are valid
The minimum buffer requirement is equal to the diffusiondimfor bidirectional overlays and heterogeneous groups as wel
of packets to the bottom level (where most of the particigati We examined these scenarios and their results are avaifable
peers and thus most of the system resources are locatedpun related technical report [9] but are not included duent t
terms of intervals plus the number of intervals for swarmintimited space.
packets of a segment. Earlier studies [3], [6] showed that 8imulation Setup: To illustrate the proposed evaluation
a directed and randomly connected overlay, peers requirenaéthodology, we investigate the effect of candidate scliregiu
least three interval3éA) for swarming packets of a segmentschemes and available resources usisgimulations. Using
This implies that the minimum buffer requirement is equalacket level simulation is a proper choice because it incor-
to the diffusion time of all (or most) packets to the bottonporates packet level dynamics, delay and loss. It also esabl
levels of the overlay, plus three extra intervals. Thereforus to directly control the available resources in the owerla
any factor that reduces the diffusion time of packets thlou@nd thus reliably derive our conclusions. Neither sesstwsll
the levels could directly affect the buffer requirement atle simulations nor experiments over PlanetLab does not peovid
peer. In summary, the diffusion time of packets to the bottothese desired features simultaneously. In our simulations
level indicates the required buffering at each peer for @&iv physical topology is generated by Brite [10] with 15 AS and 10
scheme. routers per AS in top-down mode and RED queue management
When the above mentioned conditions are met, new packetsll routers. Except when noted, we use the following diefau
flow through the overlay at a sufficiently high rate that prosettings:A is 6 seconds, incoming and outgoing peer degree
vides availability. This in turn ensure proper degree okdsity are both 6, overlay is uni-directional, peer population @2
in delivered packets to participating peers to enable &ffec stream and peer bandwidth are set to 700 Kbps, and all peers
swarming. Furthermore, the new packets arrive sufficientlyave homogeneous and symmetric access link bandwidth. In
early so that there is still plenty of time to swarm packetis scenario, the overlay has 4 levels and the amount of
before their playout times. buffering at each peet) is set to its minimum value df* A.
Our Methodology: Our evaluation methodology incorporates-urthermore, delay on each access link is randomly selected
the following ideas to separate the effect of packet scliegul between5ms, 25ms| while core links have high bandwidth in
scheme from available resource on system performance, Fitke range of 4 to 10 Gbps. This ensures that in our simulations
we keep all other components of the system constant apandwidth bottleneck is always at the edge, and avoids any
employ the best known practice for those components. Masabtle effect of major congestion in the core. Source badthwi
specifically, source incorporates a coordination mechmaniss set to 750 Kbps which is the minimum value for delivery
and swaps an already delivered packet with a rarest packéthe stream to peers in level 1. Each simulation is run for
within A seconds around the requested timestamp. This pol490 seconds.
significantly increases the utilization of source bandtvidt
without over-writing the scheduling scheme by peers We
focus on a scenario with homogeneous and symmetric accesk this section, we examine the performance of our candi-
link bandwidth for participating peers. This implies thdt a date scheduling schemes in our default “resource-constrai
peers should simply receive all packets of the stream. We decenario.
not consider churn in our evaluation to avoid any potenti&@lobal Pattern of Content Delivery: Figure 3(a) shows the
side effect that it may have on our findings. In essence, adiffusion rate to the top three levels of the overlay for akt
results represent the best possible performance of thedated eight candidate scheduling schemes. This figure revedlaliha
scheduling scheme. We examine all the scheduling schenfmsr scheduling schemes that prioritize new packits, NP*
over the same randomly connected and directed overlay wihdN* schemes) achieve high diffusion rate across all levels of
the same incoming and outgoing degree for all peers. the overlay regardless of other aspects of scheduling seshem
Second, we first examine the performance of all the schedilewever, other four scheduling schemes are unable to aeshiev
ing schemes in a “resource constraint” scenario with mimmuthis goal. Figures 3(b) and 3(c) present the distribution of
source and peer bandwidth, and minimum buffer at each pediffusion time across all delivered packets to top two leV@t
In this scenario, source bandwidth that is minimum valuerms of the number of intervals) and offer a complementary

V. EFFECT OFSCHEDULING



100

100

800 Level2 ommmm

700 7] M M W T [T e 80 80

600

60 60

500

400

40 40

Diffusion rate (Kb/s)

300

% of population (CDF)
% of population (CDF)

PRare —+—
PRand ---¢--
Rare/Rand %
NRare/NRand &
NPRare/NPRand --#--
5 6 7 8 9 0 1 2 3 4 5 6 7 8 9

4
iffusion time (A)-Levell Per packet diffusion time (4)-Level2

diffus
(b)
Fig. 3. (a) Diffusion rate across different levels for vasoscheduling schemes. (b) and (c) Distribution of per-eadiffusion time normalized byA for
different scheduling schemes, (b) is for level 1 and (c) islével 2

20 2 / L PRand === 20

NRare/NRand & 4
NPRare/NPRand ---- A

100 & o - = = L

- Ny
& e a0 g o a® e 0 '
@ @ o T @ @ ¢ ¢ AR —
Scheduling Per packet
a,

100

view of the pattern of content delivefy The diffusion time at Fa ¥ P ——

these top levels show the following interesting pointsstiall ; I R

the scheduling schemes that prioritize new packets, matwage [ p Ry
diffuse the majority of packets to levelwithin [ + 1 intervals. i f
To explain this, we note that a packet that is generated by " 5

source at the beginning of one interval, can be delivered to

% of population (CDF)

IS
&
.

i T

level 1 by the end of the next interval. Delivery to other " * ; ]
levels simply adds an additional interval to the diffusiome i i
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as shown in these f|gures. Flgur(_es 3_(b) qnd 3(c) also show R TRErTE
that N* schemes achieve short diffusion time to the bottom % of bandwidth utiization
level which provides sufficient time for swarming. Therefor Fig. 4. Distribution of utilization of bandwidth

in N* schemes all peers (regardless of their location in the i ) _
overlay) can effectively utilize their incoming bandwideind ©2ch peer in the top level can locate most of its required
experience high quality. Figure 4 shows that the distrioutf packets in the playing region only at source. These packets a

the incoming bandwidth utilization among participatingee pulled from source around six intervals after their gerierat
is more than 94% folN* schemes that confirms the abovdiMe which consumes most of the source bandwidth for late

explanation. delivery of these packets. The high diffusion time of these

Second, the diffusion time for bofRareandRandschemes Packets does not provide sufficient time for peers in lower
that purely swarm, has a uniform distribution across thdfent:eve:s t|9 pull;hem. ITEIT redfuces thekd|ffu5|on ratﬁ to lower
window (all seven intervals), and does not significantlyrgea '€Ve'S: limits the availability of new packets among thosers
across levels. In essence, these figures indicate that ﬂeth@nd limits their ability to effectively swarm which leadspoor
two schemes, new packets arrive at each level in a tOtayt'lization of their incoming access link bandwidth as show
random order. While all packets arrive at each level within Figure 4. The random nature of selectionARandscheme

(or w) intervals, the fraction of packetsd. 10%) that arrived somewhat addresses this problem and slightly improves the
f|18W of new packets through the overlay. In summary, the main

at each level during the last interval are late and therefo ) " .
they are not requested by peers in the next level. This in tuqﬁaWbaCk of scheduling schemes that explicitly addressmigm

reduces the diffusion rate to lower levels by 10% as shoWfduirementi(e. P* schemes) is their inability to properly
in Figure 3(a). In summary, late arrival of new packet tbjtilize the available bandwidth from parents in higher leve
the top level has a propagating effect on the diffusion ra[8 dlffl_Jse new packets in order to ensure availability angsth
of other levels. Moreover, the diffusion time for only half o dIVersity of new packets among peers. _
the delivered packets to the bottom level is sufficientlyrshgContent Availability for Individual Peers: We now examine
to swarm. This results in moderate utilization of incomin%‘e availability of content to individual peers in order to
bandwidth (around 50%) among participating peersRiare Detter understand the dynamic of content delivery for déffie
and Randschemes, as shown in Figure 4. scheduling schemes. Figure 5(a) shows the average pegeenta
Third, in the two scheduling schemes that explicitly adsre€T available packets (including those that have been redgiv
timing requirement®* schemes), roughly 80% (and 50%) offMONg parents of |nd|V|dgf_;lI peers for gll cgnd|date schirgul
packets experience a very long diffusion time and arrivéat tSchemes. We further divide the availability of packets to
top-level after six intervals. In these two schemes, packet different sub-windows of length\ to show the variations over
not properly flow through different levels of the overlayoser  different range of timestamps. This figure basically repnts

examination of these schemes reveals thaPRare scheme the “average view” of available packets to each peer across
different range of timestamps. The figure reveals a wide gap

5The distribution of diffusion time for other levels follovhe same trend N the ava'lab'l'ty_ of cqntent to _a peerin .dlfferent S?hedgl
and are not shown. schemes, especially in sub-windows with lower timestamp.
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100

“the pattern that required packets in a window arrive at each
peer?”. Figure 6 shows the average percentage of delivered
packets in each sub-window of the buffer among all peers in
a particular level of the overlay iV« scheduling schemes.
Since the window slides byA seconds (a sub-window) once
every A seconds, the difference between sub-windaévesid
i + 1 demonstrates the progress in download during sub-
window i + 1. Figure 6 shows that the rate of progress for
different levels are slightly different. During the firgepth
Sub-window (three in this example) intervals (or sub-windows), peers i

Fig. 6. Distribution of average delivered packets in eaddr fier N+ schemes each level sequentially receive a fraction (namely% or

) o ) 16% in this example) of the packets within their last sub-
Those scheduling schemes that prioritize new packess ( \indow. This corresponds to the diffusion rate to each level

Nx schemes) achieve a significantly higher degree of cont§#iring the lasts-depth sub-windows (three in this example),
availability than others. Pure swarming schemes still eutp 4 peers experience a rapid rate of progress and receive

form the schemes that prioritize playing packets. This 89ub, equal fraction of remaining packets in each sub-window.

clearly confirms our earlier observation and indicates thgfring these sub-windows some packets are available at each
poorly performing schemes experience “content bottleﬁecbeer and swarming occurs

amqng parents. . . ) The above findins collectively illustrate that while théx
Figure 5(b) and 5(c) present the diversity of required-buf:nemes achieve high diffusion rate through all levels, tmos

missing packets among parents of each peenferandRare  f the content delivery actually occurs during the swarming
/Rand schemes, respectively. These figures plot the avergggyals.

percentage of packets witk copies in each sub-window

90 b
80
70
60
50
40
30

% of delivered pkts to each peer per sub-window

(across different scheduling events) for different valoés. 100
We also show the average percentage of missing packets by
a peer within each sub-window which roughly presents the &

probability of requesting a new packet from a given sub-
window (.e,, average demand for packets within each sub-
window). These two figures illustrate two important points:
First, in both Nx andRare/Randschemes, a significant por-

40

% of population (CDF)

tion of available packets are uniquiee(, have a single copy). El
Therefore, random packet selection is likely to select uaiq . \Rare
packets. This explains the similarity in the performance of 5 10 15 20 % 0 3B 4 4

Variaion of quality per 100 timestamp

schemes that selects packets by rarest-first or randonegyrat
i.e,, RareandRandschemes (alshlRareandNRand). Second,
comparison between these two figures also demonstrates thgiortance of Explicit Timing: Our results indicated that all
prioritizing the new packets not only increases the overall* scheduling schemes that prioritize new packets similarly
availability of packets but also results in a higher divirsi exhibit good performance. This raises the questiaméther

of available packets among peers since most of the availablglicitly requesting the required packets in the playinig-w
packets for each peer are uniques., availability of wider dow has any effect on the performanceMof schemes? i.e.,
range of packets leads to a higher degree of content diyers there any difference betwedit andNP* schemes. Figure
among peers. 7 depicts the distribution in the percentage of missing (or
Local Pattern of Delivery: Another interesting question isundelivered) packets that represent the stability of éetid

Fig. 7. Distribution of missing packets fa¥ schemes



quality among all peers ilMNPRandand NRand schemes. the main determining factor on the diffusion rate for level
This figure shows that the percentage of missing packets far However, the aggregate bandwidth between consecutive
those schemes that explicitly request playing packdt®£) levels is proportional with the number of connections betwe

is around 10% higher than those implicitly address timinthem (or roughly the number of peers in the lower level)
requirements. This difference is due to the fact that witikré which is very large. For example, in a scenario with peer
are multiple opportunities for requesting each packefNin degree 6, the total number of connections to level 1, 2 and
schemes, there is still a small chance that some of the edjuiB are 6, 36 and 216 connections, respectively. Therefoee, th
packets are not requested. The schemes that explicithestqumain performance bottleneck for diffusion rate to otherelsv

the missing packets in the playing window can fill these holéexcept level 1) is the amount of content and its diffusiometi

and ensure the stability of delivered quality. at the higher level (as opposed to the available bandwidth fr
the higher level). This observation explains the fasteréase
VI. EFFECT OFRESOURCES in the diffusion rate of lower levels with source bandwidth.

We now turn our attention to the effect of excess resourcddore specifically, as diffusion time of packets to a level
namely source bandwidth and peer bandwidth, on the péecreases, the abundant available bandwidth to the neett lev
formance of live mesh-based P2P streaming. We focus &ah be utilized more effectively, and causes an even bigger
two scheduling schemes that performed rather poorly in tfi@duction on the diffusion time of the next level.
resource constraint scenario, namBlgndandRare, and ex- Effect of Peer Bandwidth: Increasing peer bandwidth (since
amine how the availability of more resourcé( source and Peer degree and source bandwidth remain constant) simply
peer bandwidth) affects their performance. More speclficalincreases the available bandwidth of individual connexdtio
we investigate both the independent and combined effect (Br-connection bandwidth) in the overlay. This propaortitly
excess source and peer bandwidth on system performancéngyeases the aggregate bandwidth between levels but does
quantifying their impact on diffusion rate and diffusiomg not have any effect on the bandwidth from source to level
across different levels of the overlay. We show the resulls To examine the effect of peer bandwidth on performance,
for Rare, and the results folRand are very similar. We we double peer bandwidth in the resource constraint sagnari
use minimum buffering in these scenarios to eliminate and call this scenario high peer bandwidth (labeled as HPBW)
side effect of buffer on our analysis. The effect of buffecenario. The six data points on the y-axis of Figure 8(a)
size is later examined in this section. To minimize the affegresent the diffusion rate of the three levels for both the
of overlay connectivity on our results, we keep the pedgsource constraint and HPBW scenarios. Our results glearl
connectivity constant across these scenarios. This imfiat illustrate that doubling peer bandwidth has a negligibfef
increasing source bandwidth proportionally increasesceu on the diffusion rate or even diffusion time. This may seem
degree i(e., number of peers that directly connect to sourcéurprising because increasing peer bandwidth for all giarti
whereas increasing peer bandwidth has an opposite effect &ating peers significantly increases the aggregate ressimc
proportionally decreases source degfee the system compared to increasing source bandwidth alone.
Effect of Source Bandwidth: Figures 8(a) (only lines that However, this result supports our earlier explanation.c8in
labeled Levelk) and 8(b) depict the changes in the diffusiofhe available bandwidth between levels is already abundant
rate and 90-percentile packet diffusion time for top thre@nd increasing peer bandwidth does not change the diffusion
|eve|sy respective|y’ when we increase source bandwidtihdan rate or diffusion time to level 1 that are the main performnc
resource constraint scenario. The x-axis shows the pergentbottleneck and are not affected despite this dramatic asere
of increase in source bandwidth. Figure 8(a) clearly itatgts in available resources.
that the diffusion rate to all three levels increases witirse Combined Effect of Source and Peer Bandwidth:Figure
bandwidth until they are saturated. Figure 8(b) reveals tféa) and 8(c) demonstrate the combined impact of source and
underlying reason for the increase in diffusion rate. lasing P€er bandwidth by showing the diffusion rate and diffusion
source bandwidth directly decreases the diffusion time &Mme as a function of source bandwidth when peer bandwidth
packets to level 1. This in turn reduces the fraction of latié doubled {.e., HPBW scenario). Figure 8(a) clearly shows
packets and allows peers in level 2 to pull more packets frofiat increasing peer bandwidth does not have any effect on
peers in level 1. The drop in diffusion time to level 1 alséhe diffusion rate. This again confirms our observation that
has a ripple effect on the diffusion time of packets to lowegven in the resource constraint case, the aggregate deailab
levels and similarly increases the diffusion rate of thasesls bandwidth between levels is sufficient. Further increase in
as well. the per-connection bandwidth does not lead to any further

Note that the aggregate bandwidth for the delivery of nelnprovement in the diffusion rate.

packets to level 1 is limited by source bandwidth which is Comparing Figure 8(b) and 8(c) reveals that as source band-
width increases, higher peer bandwidth can further drop the
6We note that any change in the degree of source directly tafiecdepth  diffusion time to lower levels. To explain this, we recalbth
o_f the overlay and changes the required buffering at _eacm. pémvever, increasing source bandwidth rapidly drops the diffusioneti
since our methodology focuses on the pattern of deliverputin levels, | 11 h din Ei 3(b)). A bandwidth
these changes can be captured by our methodology and doedfewit our to leve (as we showed In Figure ( )) S source bandwidt

discussion increases, the delivered packets to level 1 experienceeshor
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Fig. 8. (a) Diffusion rate of different levels as source batth increases. (b) and (c) 90-percentile of per-packéusion time of different levels as source
bandwidth increases with minimum peer bandwidth in figureaihd doubled peer bandwidth in figure (c)

diffusion time but the available content to level 1 is alwaypoint which is often controlled by the content providee(

the bottleneck. However, the faster availability of newlgs the source) and has a much larger impact for the unit of excess
to level 1 provides more time for delivery of packets to othdrandwidth, it seems to be an obvious choice to improve the
levels, and thus enables the system to deliver the same munmerformance of mesh-based P2P streaming systems. Further-
of packets within a shorter period of time without changing t more, our findings clearly demonstrate how by adding thetrigh
diffusion rate to lower levels. This in turn enables the sgst amount of proper excess resources, one could get any poorly-
to operate with a smaller amount of buffering. designed scheduling scheme to exhibit a good performance.

VIl. EXTENDED EVALUATIONS
A. Peer degree

In this section, we examine the performance of our candi-
date scheduling schemes in our default “resource-constrai
scenario with peer degree of 4 and 10.

Figures 10(a) shows the diffusion rate to the top three fevel
of the overlay for all the eight candidate scheduling scheme
when peer degree is 4. Figures 10(b) and 10(c) present the
distribution of diffusion time across all delivered packeab
e top two levels (in terms of the number of intervals) for
Fig. 9. of Distribution of bandwidth utilization foRareandRandschemes P€€r degree 4. Sub-figures in 11 show the same results for
) ) peer degree 10. Overall these reveal that peer degree does no
Taking a Closer Look: Our evaluation methodology effec-pave a major impact on the diffusion rate and timeNR*,
tively captures the global pattern of content delivery whicn* 3nd Rare or Randschemes. However, peer degree affects
represent the primary factqrs that affect the_ overa_lll perfoine diffusion time and rate of packets PRare and PRand
mance. However, there might be some minor differenc@ghemes. Increasing the number of level 1 peers magnifies
between two scheduling schemes that are not detected Q¥ ygle of source coordination. Each level 1 peer has a fixed
our metrics. Figure VI depicts the distribution bandwidthy,cret-budget to request from source, increasing number of
utilization for Rare and Rand schemes where source ba”dpeers in level 1 (source children) reduces packet-budget to
width is doubled. While all other characteristics of thes® t ¢5ch one of them while keeps the aggregate budget fixed.

schemes were pretty similar, this figure indicates that Peefherefore, the probability of requesting redundant packet

experience a slightly better performance wiand scheme gpacially from playing sub-window increases which resirits
when this excess resources become available. This iltestrayecrease of diffusion rate to level 1.

the complexity of performance evaluation in mesh-based P2Prhe rest of the results show similar trend which approve

streaming. our previous findings for degree 6 and reveals that regasdles
In summary, our results in this section collectively ilkage  of peer degree our findings are valid.

that increasing source bandwidth has a significant effect on

system performance because it directly increases diffusie  B- Bi-directional overlay

to level 1. This also reduces the diffusion time to level 1 In this section, we examine the performance of our candi-

and has a ripple effect on the diffusion rate of lower levelglate scheduling schemes in our default ‘resource-constrai

In contrast, increasing peer bandwidth has a rather limitedenario with bi-directional overlay.

effect since the performance is limited by the the diffusion Figure 13(a) shows the diffusion rate to the top three levels

rate and available content at level 1 that are determined bf/the overlay for all the eight candidate scheduling scteme

source bandwidth, and are not affected by peer bandwidthvelten overlay is bi-directional. Figures 13(b) and 13(c)sere

all. Since increasing source bandwidth only affects a singhe distribution of diffusion time across all delivered gats
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Fig. 10. (a) shows diffusion rate across different levelsvarious scheduling schemes with peer degree 4. (b) andch(my she distribution of per packet
diffusion time for various scheduling schemes when pl%gerebegs 4 across level 1 and 2 respectively.
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Fig. 11. (a) shows diffusion rate across different levels\various scheduling schemes with peer degree 10. (b) ansh@y the distribution of per packet
diffusion time for various scheduling schemes when peereageg 10 across level 1 and 2 respectively.

to top two levels (in terms of the number of intervals) worst case scenario in presence of churn/peer-departure.

for a bi-directional overlay. We can observe that bi-direct Figure 15(a) shows the diffusion rate to various levels for

overlay does not have any impact on diffusion time and rate diifferent scheduling schemes after the departure of 10% of

different levels of the overlay for various scheduling sties. peers from the system. Figures 15(b) and 16(b) reveal the
Figure 14(a) shows the distribution of bandwidth utilipati distribution of diffusion time across all delivered packeb

for various scheduling schemes in a bi-directional overlaiop two levels (in terms of the number of intervals) for

This figure reveals the same trend in the performance ®®% of distortion. Figures 16 and 17 show the same set of

various schemes. Moreover, by comparing figures 4 and 14(a¥ults for 20% and 30% distortion in the overlay. From these

we can observe that in a bi-directional overlay regardldss figures we can observe that the behavior of various scheglulin

scheduling schemes utilization of bandwidth decreasgswr€i schemes does not change by different levels of distortion in

14(b) presents the percentage of available packets amdhg overlay.

parents across different sub-windows for various scheduli Figure 18(a) shows the median, 5th and 90th percentile

schemes in a bi-directional overlay. This figure also cordirnof percentage of bandwidth utilization for various schéul

our previous findings about diversity of packets among pasehemes across different levels of distortion. Clearly by i

ents for different scheduling schemes. Clearly, a compariscreasing the distortion bandwidth utilization decreaségure

between this figure and Figure 5(a) reveals that in a Hki8(a) reveals that all of the scheduling schemes show the sam

directional overlay diversity (percentage of availablelgts trend. The rest of the results show similar trend which camfir

among parents) regardless of scheduling schemes decreas@sprevious findings for fully connected overlays.

The rest of the results show similar trend which approve our

previous findings for uni-directional overlays and reveals VIIl. CONCLUSION AND FUTURE WORK

findings are still valid in bi-directional overlays. This paper examined the role of packet scheduling and

available resources on the performance MPS mechanism for
live content. Our key observation is that the global pattefrn

In this section, we examine the performance of our candientent delivery determines the performance of a MPS mecha-
date scheduling schemes in our default ‘resource-constrainism. Using this observation, we presented a new methogolog
scenario with distorted overlays. After the system readtes to capture the global pattern of delivery and evaluate the
steady state and peers fully connect to each other, we rdgdoerformance of MPS mechanism. We illustrated the ability
remove X% of peers from the overlay simultaneously withowf our methodology by assessing the performance of eight
further repairing it. The performance of the content delve packet scheduling schemes that represent a wide range of MPS
in such distorted overlays represents the performanceean tmechanisms. Our methodology provides a unified framework

C. Distorted overlay
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Fig. 13. (a) shows diffusion rate in a bi-directional ovgricross different levels for various scheduling schemigsad (c) show the distribution of per
packet diffusion time in a bi-directional overlay for van® scheduling schemes across level 1 and 2 respectively.

for comparing different MPS mechanism and she an insightflab] A. Medina, A. Lakhina, I. Matta, and J. Byers, “BRITE: Akpproach
Iight on their design and evaluations. to Universal Topology Generation,” iINNASCOTS$2001.
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(a) shows diffusion rate across different levelsviarious scheduling schemes when 10% of peers leave thi@apvéls) and (c) show the distribution

of per packet diffusion time for various scheduling schemien 10% of peers leave the overlay across level 1 and 2 rasggc

800

700

600

500

Diffusion rate (Kb/s)

400

300

Fig. 16.

PRand —+—
Rare/Rand -
NRare/NRand -
NPRare/NPRand

100
Levell C—
Level2 ooz
Level3
- s —y 80
o
a
= 8
i T 60
]
g
S
a
g 40
i S
1 8
— 0y
& o o S 0
Qe o W N\ 0
Scheduling
a,

1 2 3 4 5 6 7 8
Per packet diffusion time (A)-Levell

% of population (CDF)

100

80

60

40

20

PRare —+—
Rare/Rand ---%---

NRare/NRand -
NPRare/NPRand -~

1 2 3 4 5 6 7 8
Per packel(diffjlsion time (8)-Level2
C

(a) shows diffusion rate across different levelsvirious scheduling schemes when 20% of peers leave thi@apvély) and (c) show the distribution

of per packet diffusion time for various scheduling schemien 20% of peers leave the overlay across level 1 and 2 rasggc
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(a) shows diffusion rate across different levelsviarious scheduling schemes when 30% of peers leave thé&agvéy) and (c) show the distribution

of per packet diffusion time for various scheduling schemien 30% of peers leave the overlay across level 1 and 2 rasggc
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