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Introduction

As artificial intelligence ("AI") has become commonplace in many aspects of life and society—often seen as a faster, more accurate, and less labor-intensive alternative to human cognition\(^1\)—the use of AI in criminal justice systems has been a naturally occurring phenomenon. There are many potential applications of AI in criminal justice that may seem sensible, with the touted possibility to provide fairer outcomes and increased safety for society. For instance, AI-based facial recognition may help investigators and prosecutors solve previously unsolvable cases.\(^2\) AI may also help law enforcement agencies predict criminal activity prior to its occurrence (known as predictive policing), which may help in resource allocation and targeting areas for increased policing, theoretically leading to reduced rates of crime (Lau 2020). Further, some researchers claim that AI algorithms can provide a more objective and complete analysis of the recidivism risk posed by convicted criminals,\(^3\) therefore providing a better basis for sentencing to prevent repeat offenses and free those who are not repeat threats. These are just some of the potential uses of AI in the justice system, however they are seen as particularly promising applications of technology which have the potential to make society safer and fairer and are beginning to flood the world of criminal justice.

With that said, these technologies can, will, and do pose significant barriers to the pursuit of a truly fair and healthy justice system as well as a functioning democratic society. These barriers raise questions over our society’s ethics and challenge beliefs over what we are willing to sacrifice for what some would like to label “safety.”

In fact, the drawbacks to the use of AI in criminal justice are already coming to fruition. There are multiple known instances in which facial recognition has incorrectly identified a person as a suspect to a crime and lead to their wrongful arrest (Hill 2020; Williams 2020).
Predictive policing is rife with possibilities to introduce bias and prejudice, and it has been reasoned that this policing methodology could be considered as “treating people as guilty of future crimes for acts they have not committed and may never commit” (Asaro 2019, 1), which stands directly in opposition to criminal justice norms. Additionally, the use of AI algorithms in recidivism risk assessment poses due process and reliability concerns (Hillman 2019) and poses ethical questions about accountability and the parameters being used to determine outcomes.

Clearly these technologies are not silver bullets to solve the issues facing modern criminal justice and could exacerbate existing systemic inequalities. There are a host of ethical and legal questions society must face, such that we avoid further human rights violations as well as to ensure the conditions for a thriving society. This analysis will broadly examine the use of AI in criminal justice and look to conclude on the ways in which its use poses civil rights concerns as well as how we may proceed ethically within the legal systems which outlines our criminal justice. It will build on a host of current works which analyze three areas of AI use in criminal justice (facial recognition, predictive policing, and recidivism risk assessment) as well as in society at large. Work such as Kate Crawford’s *Atlas of AI,* Peter Asaro’s “AI Ethics in Predictive Policing: From Models of Threat to an Ethics of Care,” the Honorable Noel. L Hillman’s legal analysis, David Leslie’s analysis of societal and ethical implications of facial recognition, and the University of Washington Value Sensitive Design lab’s large body of materials have been analyzed along with many more. Additionally, I have conducted legal and legislative case analysis to contextualize the current moment in which AI applications are being litigated and legislated and give perspective into how these violations are playing out already—how they are affecting the lives of the marginalized and how continuing down this path only serves to worsen already deep-seated inequalities. Ultimately this is an intersectional and
interdisciplinary analysis of power, computer science, the criminal justice system, and where AI fits into this puzzle; what its role is and how it has shaped and will continue to shape wide-ranging outcomes in a variety of applications.

Methodology

The research approach for this paper was to do a significant literature review of current and important works which overlap and coincide with the subject of AI use in criminal justice. Specifically, literature that interfaces with similar issues to those addressed in this paper and literature that addresses relevant and adjacent topics (i.e., the history of race and criminal justice in the US) have been examined. Resources were accessed using University of Oregon library database resources, Google Scholar, and through the purchase of relevant books. Through the process I searched these databases for literature which addressed issues relevant to my work. Additionally, case studies in the legal and legislative systems have been reviewed in order to ground what can be a process (development and application of artificial intelligence products) that is often abstracted from the real-world consequences which these products have. Using prior works as well as these case studies in the three areas of focus, analysis has been done to conclude on the ethical implications of artificial intelligence use in criminal justice, what this means for our society moving forward, and how we might best proceed.

Background

The Application of AI Within Criminal Justice Contexts

Proponents of AI in criminal justice will list claims such as the ability for AI to overcome human errors and function as “experts,” “increase the speed and quality of statutory interpretation…” and “…predict potential victims of violent crime based on associations and behavior...” among
other uses including facial recognition and DNA analysis (Rigano 2019, 3-8). In fact, in his paper for the National Institute of Justice, Christopher Rigano fails to even attempt to interface with the potential pitfalls of the use of AI in these domains, not even mentioning the capabilities that AI systems have to retain and produce bias. As highlighted in David Leslie’s (2020) work “Understanding the bias of facial recognition,” we must go further than just asking whether bias exists in AI systems, but rather we should question whether such technologies even stand on solid enough moral ground to merit use in certain domains in the first place. Leslie additionally provides evidence that it remains possible to alter the course of what is colloquially known as “Big Tech,” making the case that not all hope is lost yet, but that swift action is needed to avoid potentially society altering negative effects (2020). In the following sections, different examples of how AI already is beginning to affect criminal justice will be summarized and discussed to provide reasoning and analysis for how society should proceed; what kind of legislation should be drafted and demanded to restrict the legality of AI use in criminal justice and protect citizens from the pitfalls of such use.

In an ethical discussion of the United States’ criminal justice system, the first question that begs asking is what is the purpose of a justice system? Naturally this a broad question that results in a variety of answers. Some criminal justice theories include retribution, deterrence, and rehabilitation– with these different theories manifesting in drastically different outcomes. For instance, in a retributive justice the offender is removed from society and is therefore not a threat but simultaneously is incapable of being a productive member of society (Meyer 1968). Here I propose that the purpose of the United States criminal justice system should be to provide equal justice for all, and ultimately create a safer, fairer, and more humane society which rehabilitates and cares for those who are criminal offenders. Currently, however, the justice system in the US
is extremely dysfunctional; the rate of incarceration is vastly greater than that of any other nation (Wagner and Sawyer 2018) and yet crime levels are no better than similarly wealthy and stable nations. This brings about a discussion of the goals of the criminal justice system and how they are being carried out. Is the justice system failing, or is it really fulfilling a covert goal? The stated goals of the United States Criminal Justice System are to “… begin to reduce crime of all sorts and to erase those social conditions associated with crime and delinquency-poverty, unemployment, inferior education, and discrimination” (Conaboy, Smith, and Snyder, n.d.). Fundamentally, though, the United States Justice System is currently operating on a model of extreme punitive justice. The use of AI to further this method could have serious negative effects regarding race and class. Use of any historical data presents the possibility for introduction of bias and, particularly when it comes to the justice system, there are significant concerns over data bias given the history of racism in America. In this context, it is crucial to understand and analyze the historical purpose of policing and criminal justice in the USA and how AI and machine learning (ML) might play into this historical framework.

In “The Racial History of Criminal Justice in America,” Heather Ann-Thompson (2019) argues that the size of the current American criminal justice system is historically unprecedented as well as extremely racialized, with African Americans, Latinos, and Indigenous peoples being disproportionately represented in U.S. jails and prisons. None of this should be seen as revelatory, however, the main goal of her paper is to discuss the way in which American criminal justice has always been deeply racialized and why this can explain deep injustices that remain today as well as why prison populations rose when they did (such as after the outlaw of slavery and after the civil rights act passed.) Generally, Ann-Thompson highlights the way in which the United States (and its criminal justice) grew from conquest and plunder, using criminalization as
a technique to gain power over the people native to America as well as slaves of African descent. As this conquering and criminalization of Native Americans was occurring, the power of the nation was growing on the backs of African slaves. Prior to the abolition of slavery, however, the prison system which we now are familiar with was relatively nonexistent. During this time, the nation’s ideas of criminality and deviance were already beginning to be deeply racialized, with Native Americans seen as “savages” and African Americans seen as “… ‘brutes.’” (Thompson 2019, 222). This lens lead to a collective sentiment that Brown and Black people needed to be “controlled and confined due to their innate and inherent criminal and deviant natures…” (Thompson 2019, 222). Upon the abolition of slavery, penal institutions “began immediately to fill with people of color in numbers well out of proportion with their presence in the population” (Thompson 2019, 222-223). Further, new laws were adopted which targeted newly freed Blacks—in fact these laws were claimed to be about crime control, a frightening parallel to the rhetoric surrounding data-driven practices being introduced into criminal justice today. Moving swiftly through history, we can find that the criminal justice system as we know it in the United States was birthed out of a desire to control the lives of Black and Brown people. From exceptions to the abolishment of slavery for convicted criminals to the war on drugs⁵, the systems of policing and incarceration which makeup a significant part of American criminal justice have always sought to create conditions in which social mobility for Black and Brown people is limited. With this as a backdrop, it becomes clear to see that the integration of AI models which rely on historical data and preexisting structures built by the very institutions that have subjugated entire demographics can and will inevitably lead to ethical issues as well as civil rights violations. In the following sections, examples of these issues are highlighted and subsequently discussed.
Predictive Policing

In the criminal justice field of predictive policing, we face great ethical and practical questions. As noted in the work of Peter Asaro, this method of policing may in fact lead to a situation in which people are treated as “guilty of (future) crimes for acts they have not yet committed and may never commit” (Asaro 2019, 1). In “Predictive Policing,” a report by Sarah Brayne, Alex Rosenblat, and Danah Boyd (2015) predictive policing is separated into two categories: location-based and person-based. In the former, police may increase their presence in a certain area due to prior incidents. In the latter, individuals are targeted as “most likely to be involved in crimes, either as victims or offenders.” (Brayne et al. 2015, 3) This leads to fairly evident ethical and civil rights ramifications. Those who are most at risk according to potentially inaccurate and biased historical data are subjected to greater levels of policing, regardless of whether they genuinely pose a threat. In fact, some who pose no threat and are most at risk of being affected by a crime will be subjected to higher surveillance and policing. Higher levels of policing produce an environment where the likelihood of being introduced to the justice system increases; runs ins with the law will inevitably increase and a criminal record will begin, leading to higher likelihood of punishment and yet greater surveillance. Rather than allocating resources towards caring for those at risk, we increase policing and therefore introduce yet more people into the prison system— all at an astounding cost of $80 billion per year (Kearney et al. 2014, 13). This can be viewed as taking what Asaro dubs the “Models of Threat” approach, in which we begin “from the assumption that the world can be classified into clear categories, i.e., threats and non-threats…” (Asaro 2019, 3). As argued by Asaro, there is mounting evidence that this approach has very little positive effect on crime and subjects some to greater levels of privacy invasion as well as greater chance of police encounters. By using these kinds of methodologies,
we are implicitly agreeing that the safety and security of some is more important than the civil liberties and freedom to remain undisturbed by law enforcement of others. Additionally, there is ample space for serious feedback loops to present themselves. As Brayne, Rosenblat, and Boyd discuss (2015), predictive policing can and does lead to new data creation in areas which are flagged for increased policing by predictive models. This increased collection and creation of data then, in turn, supports increased policing in that area and so on. In *Atlas of AI*, Kate Crawford (2021) argues similarly that by using machine learning in justice systems, a feedback loop is constructed in which those who have are introduced to the criminal databases will be surveilled at higher levels. Those surveilled at higher level, Crawford reasons, will have higher likelihoods of information about them being included in crime databases, which in turn will justify yet greater police scrutiny(2021). This is a scary and very real situation which is beginning to be carried out nationwide.

Along with this, data can only reflect what has been historically collected. As previously discussed, in a criminal justice system that has long sought to imprison and control Black and Brown people, it is relatively self-evident then, that predictive policing models would continue to target areas predominantly inhabited by Black and Brown people. Here we encounter a tool which can be seen as abstracting harm. In the case of machine learning, algorithmic, or data driven predictive tools, it is quite often the case that proponents will argue that the results are “just math” or a function of algorithmic statistics which are absolute and unbiased. For instance, a 2016 Wired Article by Oren Etzioni titled “Deep Learning Isn’t a Dangerous Magic Genie. It’s Just Math” claims exactly what the title would indicate: that deep learning (and machine learning generally) is not dangerous, but rather “simple math on an enormous scale” (Etzioni 2016). The truth of the matter is that ML can be dangerous in holding bias and that bias (an idea that is
difficult to define and quantify) is exceedingly difficult to sniff out in practice making machine learning all the more dangerous. Machine learning algorithms are imbued with countless design decisions—frequently made by anonymous engineers—and these algorithms can pick up patterns in data which humans cannot. This can mean that, for instance, in a predictive policing algorithm which has had any race-related data removed from training, the machine learning model could still pick up on race-sensitive factors which may not be evident to humans.\footnote{In this case of predictive policing, is entirely possible that we would see broad communities affected, with already 56\% of the US incarcerated population being represented by African Americans and Hispanics despite representing only 32\% of the US population (“NAACP | Criminal Justice Fact Sheet” n.d.). Add to this already alarming statistic the possibility for a further feedback loop and we see that this is a serious emerging threat to the civil rights of a population which has already seen significant subjugation throughout the history of the United States. As put in “Dirty Data, Bad Predictions” by Richardson, Schultz, and Crawford (2019, 41):

…it supports a wider culture of suspect police practices and ongoing data manipulation. Add to this the lack of oversight and accountability measures regarding police data collection, analysis, and use, and it becomes clear that any predictive policing system trained on or actively using data from jurisdictions with proven problematic conduct cannot be relied upon to produce valid results…}

In their analysis, Richardson, Schultz, and Crawford (2019) examine various case studies (similarly to the analysis of Asaro (2019)). From examining cases of predictive policing in Chicago, New Orleans, and Maricopa county which relied on what they label “dirty” data (data that has been derived from policing practices which created “juked” stats in which police
departments have potentially falsified crime statistics) Ultimately they conclude that using dirty data generated by suspect police departments will create distorted predictive policing models which in turn will elevate risks of “creating lasting consequences that will permeate throughout the criminal justice system and society more widely. (Richardson, Schultz, and Crawford 2019, 48)

In “Predictive Policing and the Platformization of Police Work,” Simon Egbert (2019) argues that the trend towards using predictive policing models and algorithms will foster an environment which “…intensifies the need for surveillance techniques and practices… in order to gain actionable intelligence that will allegedly make it possible to fight crime effectively–crime that, in some cases, has not even happened” (Egbert 2019, 87) This combination should be seen as a horrifying prospect to all who cherish privacy and justice. In this system which prioritizes incarcerating Black and Brown people, increased pressure to surveil for the purpose of creating data driven decisions could easily generate uncontrollably biased data which mirrors historical inequalities and targets already downtrodden areas and disenfranchised communities of color. This combination of police departments which lack oversight regarding their data collection practices and pressure for more and more data will conceivably have significantly negative effects in the pursuit of a fair and honest justice system. As analyzed by Crawford (2021), we are entering a period in which the tech industry sees data as there for the taking and exploiting, from mug shots in the NIST Multi Encounter Dataset to the ever growing trove of crime history data which police departments possess, control, and create. Seen in this light, the machine is further grotesque and frightening. As a society we have built a deeply ingrained state of policing which now has awoken to the fact that its data is valuable and is hurtling headfirst at harnessing it, with little consideration for the effects. This is what Cathy O’Neill (2017) labels a
“weapon of math destruction” (or “WMD”) in which a model goes onward in its predictions with no correctional inputs resulting in dangers and damaging feedback loops. In fact, if the data being fed to these models is further warped by the unethical practices of police departments, then we might have a super-WMD on our hands.

Recidivism Risk Assessment

On the topic of recidivism risk assessment algorithms, I will first discuss the legal case Wisconsin v. Loomis (2016) and the precedent it may set for AI recidivism risk assessment tools, as well as the ongoing case, Henderson v. Stensberg, which provides an interesting contrast. Both cases raise concerns over a system used in the Wisconsin judicial system, called COMPAS. COMPAS is used as a recidivism risk assessment tool which uses information gathered from an interview with the offender, as well as information from their criminal history (State of Wisconsin v. Eric L. Loomis, 2016). In the case of Eric Loomis, COMPAS was used in the presentencing investigation report (PSI or PSR, which affects the severity of a sentence) and he was sentenced to six years in prison with five years of extended supervision for charges of attempting to flee a traffic officer as well as operating a motor vehicle without the owner’s consent. Loomis then filed a post-conviction motion for relief, making the argument that the use of COMPAS in the sentencing process violated his due process rights under the 14th Amendment. Loomis’ argument hinged on the fact that COMPAS’s methodology for determining recidivism risk is obfuscated from public view as a result of the COMPAS algorithm being a trade secret. Specifically, Loomis argued that his due process rights to be sentenced based on accurate information and to an individualized sentence were violated and that COMPAS’s consideration of gender violated his due process rights. The appeal was denied, and
the decision was upheld by the Supreme Court of Wisconsin. In the Supreme Court decision
upholding the denial of appeal, Justice Ann Walsh Bradley found that the use of gender as a
parameter for risk assessment “served the nondiscriminatory purpose of promoting accuracy”
(State of Wisconsin v. Eric L. Loomis, 2016) and that not enough evidence had been provided by
Loomis to prove that the sentencing court had even considered gender in their sentencing.
Additionally, the decision by the court held that COMPAS used only publicly available data and
data that Loomis provided, meaning that Loomis could reasonably have verified the accuracy of
information used in sentencing. Bradley did, however, recognize that the COMPAS algorithm
did pose concerns regarding individualized sentencing more generally. In spite of this, she
reasoned that, since the COMPAS score was not the only factor considered, the sentencing was
adequately individualized. The decision did go on to provide caution for judges when utilizing
similar risk assessments.

This decision and its reasoning are concerning. Justice Bradley’s assertion that the data
being public (and therefore able to be vetted) is equivalent to transparency and due process for
the convicted raises concerns over the ability of a convicted defendant to properly examine all
necessary information. In the case of an AI model, a great deal of domain knowledge is
necessary to understand the implementation details. Further, the model itself has not been made
public, raising additional concerns that even in the event that a defendant has access to such a
domain expert, their ability to properly examine a model for sources of inaccuracy or bias would
be effectively zero. This can be seen clearly as a method which complicates the process of
sentencing in a way that not only makes it more difficult to appeal, but in large part abstracts key
information about how a decision was made to an autonomously operating algorithm. Granted
that a judge ultimately makes the final sentencing decision, but by integrating a machine-
assigned score, an already convoluted and imprecise process becomes even more so. Some might argue that by using an absolute score from a recidivism risk assessment algorithm the process is simplified and clarified. The reality is that this is not true; as Hillman argues, “An algorithm-generated risk assessment score presents itself to the court as a presumptive factual determination. In essence, predictive technology becomes another witness against the defendant without a concomitant opportunity to test the data, assumptions, and even prejudices that underlie the conclusion.” (2019, 37) This adds unnecessary opacity to an already complex process rather than creating simplicity. Not only does it alter the sentencing process to include a factor which is difficult for a defendant to challenge, but it gives judges what many claim to be an “objective” measure on which to base their decision. From what we know about the way machine learning and artificial intelligence carries bias, this is nearly impossible to prove. As highlighted by Crawford (2021) and Buolamwini and Raji (2019), AI fairness is difficult to measure, and eliminating bias from AI system is exceedingly challenging. In Buolamwini and Raji’s (2019), the authors delve into algorithmic fairness and auditing, following up on a prior study by Gebru and Buolamwini (2018) which had investigated accuracy of commercial face-based gender classification services. The upshot of Buolamwini and Raji (2019) is that companies which had been audited were able to “prioritize issues and yield significant improvements…” (2019, 6) but that non-targeted (by the study) corporations saw significant persistence of subgroup performance disparities. Ultimately, they conclude that while algorithmic fairness “may be approximated through reductions in subgroup error rates…” a transformation in the development and use of facial recognition AI is necessitated in order to avoid potential abuse and weaponization (Buolamwini and Raji 2019, 6).
In the ongoing case of *Henderson v Stensberg*, Titus Henderson alleges that “prison officials discriminate against him and other African American prisoners in various parts of the parole process…” (Henderson v Stensberg 2020), including in the use of COMPAS. Justice James D. Peterson, a Wisconsin District Judge, allowed the filing to proceed under the Equal Protection Clause of the Fourteenth Amendment. Henderson alleged that the creators of COMPAS (Northpointe Inc., now Equivant) are aware of racial bias in the program and won’t upgrade it to “make it more accurate” without being paid to do so. He also alleged that defendant Wisconsin Department of Corrections (DOC) employees “supported using COMPAS… knowing that the program is biased against African Americans, and they won’t pay Northpointe” to upgrade the software (Henderson v Stensberg 2020, 1). Further, he alleges that defendant DOC employees “allow correctional officers to ‘fudge’ his parole file… with false negative comments that inmates are not privy to and thus not allowed to challenge” (Henderson v Stensberg 2020, 1). The Northpointe defendants have filed two motions to dismiss Henderson’s claims under Federal Rule of Civil Procedure 12(b)(6). They claim that “Henderson has not plausibly explained what they have done to violate his rights” and that the Wisconsin Supreme Court had already concluded that use of COMPAS does not violate a defendant’s due process rights (Henderson v Stensberg 2020, 2).

Interestingly, Justice Peterson has denied motions to dismiss, stating among other reasons that, “I cannot conclude, based on *Loomis*, that Henderson fails to state claims against the Northpointe defendants” (Henderson v Stensberg 2020). Although *Henderson* has not been decided and thus does not yet provide any legal precedent, it remains an interesting case, with arguments hinging on the Equal Protection clause of the Fourteenth Amendment, rather than the Due Process clause. It is also notable that Northpointe (Equivant) was unable to successfully
have these allegations dismissed, providing some hope (and potential precedent) that, in a case where such a consequential piece of software is found to be biased or prejudiced, the creators may ultimately be held accountable.

Interestingly, in Angwin (2016), it was found that a risk assessment model produced by Northpointe and used in Broward County, Florida (again, COMPAS) was “somewhat more accurate than a coin flip,” and was nearly two times more likely to designate Black defendants as future criminals than white defendants (Angwin 2016). While Northpointe has disagreed with the conclusions offered by ProPublica, the findings of their investigation are still compelling and raise serious concerns regarding the use of such technology. If this is the case, it seems possible that Henderson’s Equal Protection complaint could hold water in a legal fight. With mounting evidence that Northpointe’s COMPAS is an unjust and racially disparate algorithm, there is reason to believe its use violates the Equal Protection clause of the Fourteenth Amendment.

Even more contrastingly, the case of Kansas v. Walls provides a direct counter to the ruling of Loomis, albeit in a different state. In this case, John Walls was convicted of criminal threat, pleading no contest. The court used the Level of Service Inventory-Revised (LSI-R) risk assessment tool to evaluate Walls and he was labeled as “high risk,” which made him eligible to be supervised by community corrections as opposed to court services. When he requested access to the questions and scores associated with them, his request was denied. Walls appealed, arguing that his due process rights had been violated. Ultimately the appeals court ruled in his favor, reasoning that the denial of access to the complete LSI-R assessment made it impossible for Walls to challenge the accuracy of the information (Re: State of Kansas v. John Keith Walls 2017). This is an encouraging development; however, it does not negate the fact that the results
of Loomis stand in direct contradiction to what has been determined to be a potentially rights-violating use case.

Asaro (2019) lays out two approaches to AI ethics and their relation to criminal justice—specifically on the topic of predictive policing using AI models like those discussed here. Asaro (2019, 3) explains the “Models of Threat” view as beginning from “the assumptions that the world can be classified into clear categories, i.e., threats and non-threats, and that this is the first step in choosing an appropriate action to take.” As it stands today and is currently being adopted, the use of recidivism risk assessment models fits perfectly with this idea. We see a process in which AI models are being used in an attempt to determine whether a convicted defendant is likely to be a repeated threat to society. Rather than use our technology to increase overall societal benefit, this approach is punitive and can be seen as ascribing guilt in a predetermined fashion. Asaro (2019) discusses this phenomenon in his paper, saying about guilt in the justice system, “one must actually commit the act for which one is held responsible, and one must have had in mind the intention…” Asaro’s (2019) discussion is in relation to predictive policing (as previously discussed), but this topic applies similarly to recidivism risk assessment. Although the affected parties in recidivism risk assessment have been found guilty of a crime, does that permit them to be pre-judged as guilty of future crimes by an AI model? Even in a punitive criminal justice system, should a convicted defendant not be held accountable for their previous actions and rehabilitated to avoid future crime? Under the Models of Threat ideology which is currently beginning to be applied using AI assessment algorithms to seek out potential threats, convicted criminals may have their rights subject to less than transparent processes in the name of identifying potential threats.
In Asaro’s (2019) discussion over these two different AI ethics, the Ethics of Care approach is laid out as holistic and taking a “broad, big-picture view of the values and goals of systems design,” considering the interactions and interrelations between actions or interventions and “the nature of classifying things and predicting outcomes within specific contexts” (Asaro 2019, 4). Ultimately, the Ethics of Care approach seeks to be cognizant of the complexity inherent to social relations and socio-technical systems. Asaro (2019, 4) states that the Ethics of Care approach “does not expect more and better data to simply solve complex social and institutional problems, but rather to provide opportunities for finding better solutions, better actions, and better policies than what are already considered.” This is the opposite of what recidivism risk assessment algorithms attempt to do. Specifically, in using these algorithms, we are indicating that we believe the increase in available data will help to ascribe pre-guilt, solve the problem of recidivism, identify criminals, and predict who deserves higher levels of state surveillance. Instead of seeking to prevent an individual from reoffending by reintegrating them into society and creating a situation in which society as a whole benefit (a rehabilitated and hopefully productive member of society and a lower burden on the tax-funded prison system), this mode attempts to punish recidivism out of existence.

Given this distinction between Models of Threat and Ethics of Care, it seems we are easily able to identify that the current use AI on criminal justice falls clearly under the Models of Threat approach to AI ethics. We must ask then, which of these approaches is better suited to aid in providing a safer, fairer society?
Facial Recognition

There have now been a growing number of cases in which Black men have been misidentified by facial recognition software as suspects for crimes and subsequently arrested (Perkowitz 2021; Leslie 2020) For instance, in January 2020, Robert Williams was arrested in front of his family outside of his Farmington Hills, Michigan, home after a facial recognition algorithm misidentified him as the perpetrator in a case of theft from a watch store. He was held in a detention center for 30 hours and only released when police later realized the algorithm had been incorrectly identified him (Williams 2020). In his opinion piece for the Washington Post in which he details the events of his arrest, Williams goes on to question why these technologies are even being used for such purposes when it is known that facial recognition algorithms misidentify Black and Asian people at up to 100 times worse rates than white people (Williams 2020; Grother, Ngan, and Hanaoka 2019, 2–3). This is a clear example of why these algorithms should not be used for such purposes, however, there are deeper reasons than just the fact that algorithms are potentially unreliable. No model is infallible, but to add to this, law enforcement officials have what Leslie (2020, 26) calls “gateway attitudes.” That is to say that they are not actively working to eliminate and counteract sources of bias within their work. Specifically, Leslie refers to the Detroit Police Department and their nonchalance in the face of serious errors such as the arrest of Williams. In fact, prior to Williams’ arrest, concerns had been highlighted by the ACLU to DPD regarding tendencies for facial recognition technologies to generate disproportionate false positives for minority groups. Reportedly, on the subject of the matter, Assistant Police Chief James White said that the facial recognition would be used as “an investigatory tool that will be used solely to investigate violent crimes, to get violent criminals off the street” (Hunter 2017). The example of Williams is not the only evidence to suggest that
this was not a true statement. In July of 2019, another black man, Michael Oliver, was involved in a similar breach of rights. Facial recognition software had incorrectly identified him as a match with another person who was wanted on suspicion of committing larceny (in spite of non-matching tattoos, skin tone, and facial shape) and he was subsequently arrested and held in detention for two and a half days (N. O’Neill 2020). In his analysis, Leslie (2020, 27) labels these two violations as “part of a systemic pattern of derelict behavior rooted in the apathetic tolerance of discriminatory crime.” This is a solid analysis, with tangible evidence to back it up. However, this pattern can be seen as more than just evidence of a harmful “gateway attitude.” Although it certainly can be seen as such, it can also be seen as the criminal justice system working in the way which it was designed. Specifically in the United States, given that the criminal justice system was born out of a desire for white Americans to secure dominance over the Native people in what is now the United States (Thompson 2019). In fact, as discussed, the birth of the criminal justice system grew from the white perspective of Black and Brown peoples as inherently criminal in nature and needing to be controlled. Later in the history of criminal justice in the USA, when slavery was abolished, criminalization quickly filled the vacuum of control as a method to subjugate Black and Brown people. Notably as Thompson highlights, “the 13th amendment that outlawed slavery also included an exception for anyone convicted of a crime,” as well as a clause of the Fourteenth Amendment which robbed convicts of their right to vote (Thompson 2019, 223) Much further down the line in history, the criminal justice system in the USA has remained deeply racialized, with the problem of mass incarceration affecting Black and Brown people at a highly disproportionate level. This is all to say that these “mistakes” by departments such as the DPD, are not simply errors of apathy. While the individual actions of investigators and detectives are potentially apathetic to the bias and discrimination with which
they are operating (internally and within systems such as facial recognition software), the outcomes are precisely in line with the original intent of the system. Black and Brown people (largely Black and Latino men) are being introduced into a system of criminal justice which wants nothing more than to incarcerate and control them. The specific danger with using AI algorithms and models to affect these outcomes is that there is no mechanism of accountability built into this system. While it may be argued that seeking recourse for wrongdoing is already difficult enough, it becomes completely impossible once decisions are abstracted away to a computer. In Crawford (2021), law Professor Andrew Ferguson is quoted as explaining “We are moving to a state where prosecutors and police are going to say, ‘the algorithm told me to do it, so I did, I had no idea what I was doing” (Crawford 2021, 197). This prospect is frightening and further reinforces the concept that AI use in criminal justice is just another method of abstracting real-world harms away from responsible individuals– a method of legitimizing undue harm, violence, and control over specific populations. In the cases of Robert Williams and Oliver Michaels, who was held accountable? The answer is no one. Not the software engineers and data scientists who created the model, not the managers who prioritized shipping a “good enough” product which replicated bias, not the curators of the data which trained the model, not the investigators who blindly believed the algorithm in the face of ample evidence to its counter, and ultimately, not the responsible officials who decided these faulty models to be sufficiently accurate to be used for such a delicate application. In all these layers of decision making, each of which could have prevented these violations of two Black men, not a single actor was held responsible. We must then ask, if AI in criminal justice presents these challenges of abstraction of responsibility, how can we justly continue to apply them in situations where “mistakes” have unfathomable consequences?
With this all said, there are certain actions being taken currently which will have a positive effect on outcomes relating to facial recognition. In the United States, for instance, cities such as Portland, San Francisco, and Boston are outlawing the use of surveillance systems which leverage facial recognition (Metz 2020). These movements to ban facial recognition in public places stem from concerns over privacy and bias concerns, which are well-placed given examples such as previously discovered cases. In Portland, two ordinances were passed banning the acquisition of facial recognition surveillance technologies for city bureaus as well as private entities (Metz 2020). Mayor Ted Wheeler is quoted as saying “We must protect the privacy of Portland’s residents and visitors, first and foremost. These ordinances are necessary until we see more responsible development of technologies that do not discriminate against Black, Indigenous and other people of color…” (Becker 2020). In San Francisco, an ordinance was passed in 2019 requiring city departments to “disclose any surveillance technologies they currently use or plan to use, and to spell out policies regarding them that the Board of Supervisors must then approve” (Van Sant and Gonzales 2019). These ordinances demonstrate that it is certainly possible to write legislation designed to protect citizens from these kinds of technologies (particularly on the local level). Another encouraging and recent development comes from the state of Massachusetts, which has recently passed a police reform bill requiring the permission of a judge before police are legally allowed to run a facial recognition search. Additionally, it mandates that facial recognition searches be conducted by state police, the FBI, or the state Registry of Motor Vehicles rather than by municipal police officers or detectives (Hill 2021). This is seen as more of a “guard rail” than a prohibition of facial recognition in law enforcement, but critically, it creates a structure which institutionalizes the idea that facial recognition should not be used
lightly. The law also creates a commission to study facial recommendation policies, a necessity for legislators to be able to keep up with rapidly developing technology.

None of these laws or ordinances are perfect—far from it, in fact. Of the three examples, Portland should be seen as a strong instance, however the scope of this facial recognition ban does nothing to address other applications of AI. San Francisco and Massachusetts are both far too liberal in their allowance of these technologies under specified conditions. Neither piece of legislation is enough to ensure that errors won’t happen and neither covers a wide enough scope to be particularly useful when it comes to AI in criminal justice more broadly. Regardless, all three examples are a start and with further bolstering, they provide potential frameworks and case-studies for how this kind of legislation can be passed. In the following section I will discuss generally how we might approach further legislation as well as how these examples can be iterated on to create more robust systems which are resistant to the pitfall of AI use in criminal justice.

Discussion

The Challenge: Abstracting Injustice

Naturally, many of the findings discussed earlier are cause for serious concern. It should be clear by this point that the unfettered and corporatized use of this kind of software should be viewed as, at best, standing on tenuous ethical grounds and, at worst, as potentially disastrous and illegal. With all this information, I propose we call the rise in the use of artificial intelligence, machine learning, and data-driven solutions in criminal justice what they are: abstractions of injustice. It has become clear that these technologies can no longer be seen as valuable tools for justice but rather as abstractions that muddy already foggy waters. These tools are now being used as a mechanism for individual actors within the criminal justice system to avoid responsibility for
poor or unjust decisions, giving them cover to point at models and numbers in efforts to shift blame onto non-human actors not subject to accountability. This is highly troublesome given the history of injustice in the United States and presents a unique challenge. In the current state of AI and the justice system (as well as governance), we are often told that data-driven decisions are better; more informed, less biased, and best of all automated. However, we know this to be untrue. There is significant and mounting evidence to the contrary. How, then, can we begin to stem the tide on an already massive and growing data-machine in criminal justice? This is the key question, and one I will attempt to provide some answers for hereafter. I intend to add to a growing and large list of calls for change, including those by Crawford (2019; 2021), Asaro (2019), Leslie (2020), Hillman (2019), and many more (see, e.g., O’Neill 2017; Robles Carrillo 2020).

The previously mentioned legal cases, *Loomis* and *Henderson*, can grant an interesting view into how some of the issues associated with recidivism risk assessment are currently playing out in the judicial system and can inform how we ought to move forward. Though the two relate to the same software, these decisions grant a look into separate legal arguments that are unfolding regarding use of recidivism risk assessment algorithms. Both invoke Fourteenth Amendment protections; however, *Loomis* invokes the Due Process Clause and *Henderson* invokes the Equal Protection Clause. As mentioned, given that *Henderson* has not yet been decided in court, it’s difficult to predict what the outcome will be, but the dismissal of the Northpointe defendants’ multiple motions can provide a look into the reasoning in that case. In the case of *Loomis*, it is worrying to see the Supreme Court of Wisconsin rule that a tool such as COMPAS in sentencing does not violate the Due Process Clause of the Fourteenth Amendment. As argued by the Honorable Noel Hillman, the introduction of predictive AI into sentencing
raises concerns over the presumption that the risk assessment score is fact (Hillman 2019). He argues that these scores may be delivered from “black boxes” with little recourse for defendants to challenge the factuality of their score. He also compares this to the ability for a defense lawyer to question a witness who provided information to the probation officer versus subpoenaing and questioning a software developer to be questioned at a sentencing hearing. In relation to Loomis, we come across this almost immediately. The decision dismissed Loomis’ appeal partially on the basis that all data used by COMPAS was either publicly available or given by Loomis himself. While this remains true, the proprietary nature of models such as COMPAS makes this significantly more complex than this decision makes it out to be. In general, artificial intelligence and machine learning models are trained on some sort of historical data—although this data might be made publicly available, models will often be trained on extremely large datasets, making vetting of this data time consuming and laborious. Additionally, the nature of some machine learning models can create a situation in which even the developers don’t understand how a given model comes to its conclusion (see Appendix 1). Given this information, it becomes increasingly difficult to argue that use of these models does not violate due process rights in some way. It may be technically possible in some situations (not all) for a defendant’s legal team to analyze this sort of algorithm and data but, realistically, this is not a feasible method of recourse. Additionally, it could foreseeably lead to deeper inequalities where they already exist. It is not difficult to imagine that defendants with greater means are able to hire teams to do this examination of data and model while those who are of lesser means do not have this method of recourse. Are we as a society prepared to combat this potential civil rights disparity? When it comes to the case of AI being used in criminal justice, it does not seem so.
Further yet, when contrasting *Walls* and *Loomis*, we see differing approaches to a similar issue. In the case of *Walls*, the appeals court ruled with the defendant, reasoning that Walls’ due process rights had indeed been violated by the refusal to allow him access to his assessment. In the case of *Loomis*, the opposite argument prevailed at the highest level of Wisconsin State courts. I tend to agree with the *Walls* decision and hope it will be used as persuasive precedent in future cases based on similar facts. If a result is being delivered from what is effectively a black box (an algorithm or model hidden from view, as in these cases) and is considered to represent a factual understanding of a convicted defendant’s risk, we run the danger of blindly making consequential decisions that can impact the incarceration of individuals based on potentially faulty and biased information. With no process established to avoid these outcomes, it seems likely that they will occur.

Hillman (2019, 37) additionally argues that the reliability of AI algorithms should be drawn into question, noting that the data used to create a model can result in a situation where there is “garbage in, garbage out.” This is particularly notable when discussing the United States criminal justice system (and nearly any other system within the federal government) due to the long history of systemic racism as well as more recently the staggering mass incarceration of Black men (Nellis 2016). When we also consider the historical purpose of the criminal justice system, it then becomes clearly apparent that using historical criminal justice data is problematic. Given these facts, it is easy to see that datasets that may be used (whether publicly available or not) can introduce bias into models unless mitigatory steps are taken in creation, training, and production of such AI models. Even with these kinds of interventions, it can be difficult to know how a machine learning model has learned—i.e., what attributes of the data weigh the heaviest in the model’s prediction. This can lead to “clean” data being used as a proxy for other attributes
such as race. As it stands, there is astoundingly little in the way of protections against these kinds of harms. We see this with COMPAS as well as with other instances of AI use in criminal justice, such as facial recognition. In the case of facial recognition, we’ve seen how this plays out: innocent people are harmed, sometimes in heavily traumatic and damaging ways which can have unknown and long-term effects. In the case of Robert Williams, his two young daughters had to witness their father be arrested in front of their own home, an event that could forever alter their lives. In the case of Michael Oliver, Oliver lost his job and car. When it comes to predictive policing, we see that those who are most vulnerable to crime (either as a potential victim or perpetrator) are subjected to higher levels of surveillance and state control. Left to develop without intervention, it seems likely that the use of AI in criminal justice will continue to unfold along the same lines on which it has begun, exacerbating, and creating disparities whether racial or otherwise.

Using Hillman’s (2019) analysis as a starting point, it becomes clear that the use of this kind of technology in the criminal justice system requires great caution. Although the due process appeal of Loomis may have failed, these concerns are relevant nonetheless and need further consideration. The Walls decision gives this argument further strength. Given the three cases presented and the Fourteenth Amendment’s guarantee that “all persons in the United States shall enjoy the ‘equal protection of the laws’” (Sagal n.d.), the question then remains: how can we enjoy equal protection of the laws if software is being used in legal processes which discriminates against certain populations. To begin with, given the nature of such consequential models, it’s reasonable to argue that their contents should be made public and at least be subject to accountability regulations. Although this is in direct tension with the goal of a for-profit entity, in the name of due process it is justified to question why such important algorithms are given the
protection of operating as black boxes, with no room for public critique or examination. While it may be argued, as seen in Loomis, that these models are merely a portion of the sentencing process and thus do not violate due process rights, it is fair to question why they would be included at all if their reliability and fairness cannot be guaranteed and verified. Regardless of how much they influence an outcome, they still have an effect, and this should not be overlooked. Granted, the inclusion of risk assessment models, facial recognition, and predictive policing in the justice system may be legal (although somewhat tenuously), but it brings about the question: just because we can, does it mean that we should?

*Watch Dogs and Accountability*

In the current situation, we see the already complex tasks of criminal justice complicated further by incorporating AI. Rather than simplifying the process, introducing models to these systems erects opaque walls of technical knowledge. AI in predictive policing grants entire police departments license to bolster surveillance of certain areas or individuals, displacing any potential blame from decision-making individuals and teams when things go wrong, and harm is demonstrated. Although not fully removing the role of the judge, the inclusion of a recidivism score can also be seen as abstracting responsibility. Additionally, as we see with the case of Northpointe/Equivant, the creators of such an algorithm are not likely to take responsibility for shortcomings of their work and critically there seems to be no framework for holding them accountable. Facial recognition seemingly simplifies the job of an investigator; however, this may lead to a lack of critical analysis as seen in the cases of Michael Oliver and Robert Williams. Herein lies one part of a proposed solution which I will call *actor accountability*. In order to motivate companies and individuals to act in a just manner, we need more than just the vague notions of “AI Ethics” or “AI for Good” which are becoming popular within the tech
industry. The fact of the matter is that these ideas are not enforceable and are, therefore, useless when profit is on the line. Thus, I propose that it is necessary to create a watchdog entity along with significant legislation which would hold AI vendors and users accountable for the ways in which the technologies are applied. This sort of legislation would be beneficial for the application of AI broadly, but it is AI in the criminal justice system that is the focus here. Ultimately it would be far preferable to avoid misuse of AI in criminal justice (and thus avoid miscarriages of justice relating to AI), which I will discuss later. However, this proposal should be seen as a starting point to disincentivize the gateway attitudes as discussed by Leslie (2020).

The proposed watchdog entity would be chiefly responsible for auditing artificial intelligence use in criminal justice, with domain experts being employed to analyze AI development methodologies, training data, and more. It would be important to include key stakeholders in decision making for such an entity and it is here that I recommend the method of stakeholder analysis presented by Young, Magassa, and Friedman (2019) in their paper entitled “Toward inclusive tech policy design: a method for underrepresented voices to strengthen tech policy documents” and in which they lay out a framework they call Diverse Voices. The Diverse Voices framework involves amplifying the voices of stakeholders who may not be accounted for in tech policy and integrating their inputs into said policy. By including such a framework, the proposed AI watchdog would be able to draft AI policy that minimizes disparate impacts on marginalized groups by hearing directly from those who are part of these communities.

Along with this proposed AI auditor, I propose that significant new legislation be drafted and passed to increase the accountability of the companies that create AI-based technologies. Such legislation would need to include clauses which make it more difficult for tech companies to avoid responsibility when their technologies cause harm. For instance, under such legislation,
a company such as Northpointe could be found be guilty of harm if their product was found to be harmful and could be sued under grounds of discrimination with evidence such as the ProPublica report. This kind of legislation would evidently necessitate further research into what would be constitutionally legal as well as incorporation of the Diverse Voices framework.

*A Broader View: Models of Care*

Speaking more broadly, given that we know there are serious ethical and legal implications to the use of AI systems in criminal justice, it deserves consideration to pause their application in the criminal justice context until further research and development is completed. It is not at all clear that their use is doing anything to improve outcomes and, in fact, may be creating injustices. Legally, it remains dubious that these sorts of models are largely obfuscated from any critical, public view, including that of the defendant. While access to the data used by these models is important, it is not a full view into how the algorithms determine their risk scores. This creates a situation rife with opportunity for bias to be introduced without the ability for those being affected to know or have any recourse. Additionally, the usage of AI in determining threats can already be seen as a failure. For instance, in Asaro’s (2019) article, we see an example of the Ethics of Care approach outperforming the Models of Threat approach when applied to predictive policing. Given this, how can we continue to use these types of algorithms for criminal investigation, prosecution, and sentencing when we know that they may not be as accurate in their predictions as we would like and that their application in a Models of Threat manner has already been seen to perform worse than in the Ethics of Care counterpart. I then conclude that two things must occur: first, further legal and technical research must be done to provide a set of regulations and stipulations for the use AI in criminal justice. Society and the justice system must establish methods with which we can evaluate and identify biases in these
technologies. This could mean developing additional technologies (openly and transparently) which are able to assess the fairness and bias of an AI model or creating a process of manual inspection and scrutiny—or any number of different critical protocols. Additionally, the use of “trade secret” technology in criminal justice must be ended. This information imbalance is simply impossible to circumvent when attempting oversight without opening algorithm details to be analyzed. I argue that in cases where the fate of a legal or criminal decision is on the line, there is no room for private entities to play such a major role in decision making. This dynamic leads to a long chain of decisions being washed away from any sort of critical view, with product managers, executives, engineering leads, and software engineers making countless decisions behind the veil of a private corporation. These decisions cannot be obscured in such a way, particularly when potentially racialized and class-based decisions are being made by actors who have no verified credibility to be seeking the most just solution. Second, the applications of these technologies must be reconsidered. It is entirely possible to use artificial intelligence and its subcategories to better society.¹ That said, using AI in a manner that prioritizes threat detection has been shown thus far to not work in criminal justice. Detecting the threat of cancer is helpful, as stopping an aggressive version of the disease before it can inflict great damage can save lives and quality of life. This same logic cannot be applied to humans and particularly cannot be applied to humans while also maintaining civil rights, such as the Fourteenth Amendment. We should not use AI to predict who will or will not be a future criminal and, equally, we cannot determine who will or will not reoffend. We cannot rely on fallible machines and models to identify who might be culpable for a crime, particularly in a system that is rife with apathy towards the lives and wellbeing of communities they affect directly. Along those same lines, we cannot rely so heavily on technology to make definitive statements about identity when serious
trauma and consequences are on the line. Let us as a society begin to reframe how we view AI as a tool—one that can have significantly beneficial impacts but equally damaging repercussions. To date, popular discourse surrounding AI is commonly about how well AI systems can perform against human competition, from IBM Watson winning Jeopardy (Best 2013) to Alphago defeating a top ranked Go player (Koch 2016). We must alter society’s discourse surrounding AI—how its significant power can be used for benefit and for harm. This is certainly beginning to occur, however the magnitude of the effects of these systems must become widely known. Let us proceed in a manner that leverages the power that artificial intelligence presents with care, rather than as a mechanism for threat detection and punishment.

Conclusions

Limitations

Some limitations to the scope of this research should be noted. Currently there is a rapidly expanding literature on topics in alignment with the research of this paper as well as on topics similar and of interest to this research. Given the time frame and scope of an undergraduate honors thesis, it would not have been possible to read and digest all relevant work. From pieces such as Ruha Benjamin’s *Race After Technology* and Sandra G. Mayson’s “Bias In, Bias Out” to the Europeans Union’s recent proposal for artificial intelligence regulation, there are wide ranging materials which are both relevant and were not able to be covered. Additionally, as a student in computer and information science, there are certain personal limitations on my interpretation of legal and legislative issues.

Further Research

While, as noted, there is a large body of growing work on the subject, further research needs to be pursued. Specifically, the case studies of cities and states which have implemented rules and
regulations against specific technologies must be undertaken to better understand how future, broader policies might be written at the city, state, and even federal levels. Further review and synthesis of current works must also be undertaken to better understand the direction of AI ethics and regulation as a field. This research must also be transformed from theoretical to practical application. Working together with stakeholders and governing bodies, academics must push to implement and study new methods for prevention of AI-related rights violations as well as how these technologies can best be applied. We must also strive to clearly define a set of attributes which might be prohibitive to the use of AI. For example, applications that would rely on data which has been influenced by systemic and historical racism as well as “dirty” data collecting practices may potentially be candidates for prohibition entirely.

Further, significant research must be done on what AI regulation would be constitutionally legal (as mentioned in the discussion) as well as how legislation can accomplish goals of justice and fairness in relation to AI systems in criminal justice. It is necessary that legislation be significantly informed by academic research and after consultation with a variety of stakeholders from those communities affected to domain experts in law, computer science, ethics, and other appropriate disciplines.

Appendix

*On Black Boxes and Machine Learning as a Field*

Machine learning is an undoubtedly powerful technology. The ability to learn complex patterns which are frequently too complicated for humans to recognize. For instance, neural networks—a type of machine learning algorithm—use potentially many layers of activation “neurons” to mimic biological neurons. Complex neural networks such as convolutional neural networks
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(often used for computer vision, another subset of machine learning) have “hidden” layers which self-adjust during model training. This is all simply to say that these models are complex. Not only are they complex to the layman, though. Frequently ML models are created with the goal of being “accurate predictors on a static dataset that may or may not represent how the model would be used in practice” (Rudin and Radin 2019, 3). Additionally, models are often black boxes, created “directly from data by an algorithm, meaning that human, even those who design them, cannot understand how variables are being combined to make predictions” (Rudin and Radin 2019, 2). This creates an inherently disadvantageous system any kind of monitoring for bias or injustice propagated by such systems. If data scientists and engineers don’t even understand how their models arrives at a conclusion given a specific dataset, how can anyone understand this? And if no know understands, how can we prove whether a system is biased? The answer is that we can’t, really.

However, as Rudin and Radin (2019) argue, it is not necessary for models to be uninterpretable and further it is not necessary to sacrifice model accuracy for interpretability. In their article, the authors assert that the belief that interpretability would diminish accuracy has “allowed companies to market and sell proprietary or complicated black box models for high-stakes decisions when very simple interpretable models exist for the same tasks” (2019, 3). In fact, they go on to discuss how this assumption that interpretable models must sacrifice accuracy is a false choice. For instance, in criminal justice, it has been demonstrated on numerous occasions that complicated black box models for predicting recidivism risk are not any more accurate than simple predictive models (Rudin and Radin, 2019).

Ultimately, within the context of this paper, it is clear that the use of black box models in general is unnecessary and in criminal justice can be potentially disastrous. As a whole field, ML
relies far too heavily on these black box models in a fashion which is both unnecessary and potentially harmful.
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End Notes

1 Some examples of beneficial applications of AI include in the application of deep learning models to automate traffic monitoring (Mandal et al. 2020), and to accelerate cancer research as well as cancer diagnosis. (Esteva and Topol 2019).

2 For instance, In January of 2017 it was announced by the Indiana Department of Justice that Charles Hollin, an alleged child molester and kidnapper had been found and arrested in Oregon using facial recognition. (“Former Jackson County Man Arrested for a 1999 Child Abduction Case” 2017).

3 A 2020 study found that when compared side-by-side on certain datasets, algorithms were significantly better at predicting recidivism than humans (Lin et al. 2020). This study followed up on another study which had claimed that recidivism risk assessment algorithms were no better than humans at predicting recidivism and affirmed the prior study’s findings, then expanded research to indicate that such algorithms could outperform humans, under the correct circumstances. This can be seen as a significant qualification, given that real-world applications can frequently struggle to replicate conditions.

4 For instance, the US has a rate of roughly five homicides per 100,000 population, nearly double that of Europe as a continent and five times worse than Northern Europe (United Nations n.d.).

5 In “The War on Drugs Is a War on Racial Justice,” Deborah Small argues that the war on drugs has replaced chattel slavery and segregation in perpetuating the historical racial oppression found in America. She asserts that, although “superficially neutral...” drug laws are “enforced in a manner that is massively and perversively biased” (Small 2001, 897).

6 Given the events of recent years (2015-2021) it is fair to say that higher levels of police encounters can range from uncomfortable to deadly. In reality, the odds of a deadly police encounter are low, however increased interaction with police can often lead to the beginning of a criminal record, fines, and ultimately the beginning of involvement with law enforcement

7 For instance, the COMPAS algorithm does not take any racial factors into account, and yet black defendants were still predicted as 77% more likely to be labeled as at higher risk of committing a violent crime in the future (Angwin 2016). This is certainly not conclusive evidence that racial factors were learned by the algorithm, but it provides evidence that just because racial factors are not considered does not mean a model might not pick up on proxy racial factors.

8 This reasoning is inspired from the previously unmentioned “Artificial intelligence, from ethics to law” (Robles Carrillo 2020).

9 In two separate studies performed in Chicago when predictive policing was used to grant jobs (congruent with the Ethics of Care approach) to those at risk, gun violence dropped. When
predictive policing was used to increase surveillance and policing on at risk individuals, there was no discernible positive effect (Asaro 2019).