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Goals of this work

● Gain better understanding of the GO annotation 
using SVM.

● Open issues in Go context:
– Effect of hierarchical level in performance.
– Negative examples overwhelm the positives in the 

training data.
– Relaxed definition of classification correctness.



Background

● BioCreAtIve 2004 challenge
– Performance of systems supporting GO 

annotations
● Approaches

– SVM with synonymous terms.
– Statistical methods, n-grams identification.
– Hybrid method, sentence level classification.



Background:
Authors' approach

● Phase 1: document retrieval
– Documents relevant to the gene.

● Phase 2: assigning codes
– Which codes should assigned to each document.

● Phase 3: assigning the gene/gene product
– Which code should be assigned to each gene in 

the document classified.



Background:
Authors' approach

Phase 1
– 5 retrieval ranking strategies.
– Locuslink summary and product information

● Effective
– Consistent with other research
– In absence of summary

● Manual designed generic query (Best)
– Target: genetic domain
– Gene name



Background:
Authors' approach, Phase 2

● Hierarchy structure of the codes
– GO´s 3 hierarchies

● Link semantics:
– Molecular functions: “is_a”
– Biological process: “part_of” (1/5) and “is_a” (4/5)
– Cellular component:“part_of” (1/2) and “is_a” (1/2)

● Document classification is not the final goal.



Methods:
GO

● GO structured way to annotate a gene
– Molecular Function (MF)

● arbutin transporter activity 
● retinoic  acid receptor binding

– Biological Process (BP)
● lipoprotein transport
● phage assembly

– Cellular Components (CC)
● Nucleus
● NADPH



Methods:
Annotations

● Entries for Homo Sapiens with locus types:
– gene with protein product, function known or 

inferred
● Entries selected

– Have TAS or IDA, not both
● Total entries: 15,468

– BP: 7,200 (1 to 579)
– CC: 4,391 (1 to 789)
– MF: 3,877 (1 to 333)



Methods:
Document representation

● Bag of words
– All terms form a vector (except stop words)

● MEDLINE records
– Title, abstract, RN, MeSH fields.

● Vector Space Model
– TF*IDF
– atc, ltc



Results and Discussion:
Code  specific SVM classifier

● Distinct binary SVM for each code (class)
– Document belongs to the class or not.

● Connection among the codes
– Share dataset of documents.

● k-fold cross validation (k=5) (split)  



Results and Discussion:
Hierarchy specific SVM score threshold

● Single Thresholding score for each hierarchy
– Score assigned by SVM
– Above the score are positive

● Threshold selected
– Take a split and divide in 4 folds
– Cross validation
– Best threshold is selected



Results and Discussion:
Hierarchy specific SVM score threshold



Results and Discussion:
LTC term weight



Results and Discussion:
Feature selection

● Document frequency: term not frequent, little class info
Unique documents, 0.1% threshold.

● χ2 statistical: 
– H0 term's frequencyobserved = frequencyexpected 

● Z(t,c): independence of t's distribution



Code specific SVM score 
threshold

● Before
– Each hierarchy has a single threshold

● Specific threshold for each code
– Average threshold is in a small range
– Optimal threshold of each code

● Training and Test performance



Code specific SVM score 
threshold



Analysis of results:
Recall versus precision

● Recall is always higher than the precision
– Too much false positives

● Tighter constrains and filtering
– Possible future research.



Analysis of results:
Hierarchical level and performance



Analysis of results:
Number of positives for training & performance

More  true positives, better results



Analysis of results:
Correlations between level and number of 

positives for training
● Negative correlation 

– Between level and size in the case of  MF and BP
● The CC hierarchy might need different 

classification method than MF and BP



Level specific thresholds

● Each level has a threshold for MF and BP
– Level 2 and 3.

● No testing CC
– No correlation between level and performance.



Level specific thresholds



Relaxing the correctness criteria

● Assume: document is assigned a GO code, also 
the ancestor GO code is assigned (implicitly).

● Ancestor
– How up in the hierarchy: Ancestor_level

● Correctness
– If the correct code or its ancestor is assigned, it is 

correct. 
glucoside transport: carbohydrate transport (yes), 

alpha-glucoside transport (no). 



Relaxing the correctness criteria



Relaxing the correctness criteria



Code with less than five positive 
documents

● 239  codes with less than 5 associated documents
– Not tried before

● Method of testing
– Codes with more than 10 positive documents
– Temporal sequence
– 5-fold strategy
– Test mode

● First Five Test
● Full Test



Code with less than five positive 
documents



Conclusion

● Thresholding at individual code level: 
– decreases performance.

● Performance by level and number of positives:
– Better for MF and BP
– CC different

● Relaxed evaluation criteria: 
– Improved



Conclusion:
Counter common intuition

● General codes in MF and BP are more difficult to 
classify.

● More positive in training data leads to a better 
performance.



Future Works

● Ensemble of classifiers:
– Through hierarchy

● Explore other strategies for phase 3
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