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Abstract 

The concepts involved in the programming process 

of multicore systems have been quite well known for 

decades. The problem is to produce it in a form as easy 

as sequential programming. This new trend will 

change the way we think about the whole development 

process. We will show that it is possible to develop a 

multicore embedded system application using existing 

tools and the model-driven development process 

proposed. To do this, two tools will be used: 

VisualRTXC (available at www.quadrosbrasil.com.br) 

for generating the multithread 

communication/synchronization structures and a 

performance tool called TAU (available at 

http://www.cs.uoregon.edu/research/tau/home.php) for 

the tuning of the final implementation. 

1. Introduction 

It has become evident for some time that it is not 

economically wise to speed up further the processor 

clock in order to get an increase in the computer 

power. The result of this is an exponential increase in 

the power consumption and power dissipation. This 

recognition has forced manufacturers to look for 

alternatives to increase performance. Among the 

alternatives, the one that is proving to be very 

successful is to use several cores within a single chip. 

By using several cores, it is possible to improve the 

performance while keeping the power consumption 

unchanged. This trend has reached all areas of 

computing, from mainstream computation throughout 

embedded systems. All computers being sold 

nowadays are multicore and this will change 

completely the way we see the field of computing. 

Be it in the form of specialized high-performance 

systems, or dedicated embedded systems, 

multiprocessor machines have been present among us 

for decades. The concepts involved in the 

programming process of multicore systems are quite 

well known in the field of Operating Systems and 

Parallel Programming. However, so far there seems to 

be no tool available which could be able to make the 

programming process of these systems as easy as it is 

for sequential programming. In order to be able to 

program multicore systems efficiently, we need 

knowledge in: (1) Parallel Programming Concepts; 

Mechanisms of Communication and Synchronization 

of Processes/Threads; (2) Architectural details of the 

processor (kind of caches, etc); (3) Tools to evaluate 

the performance and tuning of the system. 

At a certain degree, those requisites are already used 

in the arena of parallel programming and real-time 

systems. In the real-time field to fulfill the time 

constraints, while in parallel programming in order to 

try balancing the load and avoid bottlenecks. 

The question that major manufacturers are trying to 

answer is the effect of the multicore processor in the 

software development process. This question is quite 

complex and we will answer it for a subset of 

computing; that is, embedded systems. 

One typical use of multitasking/multithread is in the 

development of embedded multicore systems. The term 

embedded system [2] refers to any computer system 

built within a device and working as part of it. Most of 

the embedded systems have real-time features 

associated to them. Embedded systems using 

microcontrollers typically rely on a Real-Time 

Operating System (RTOS) to provide multitasking 

capabilities. RTOSs improve performance and enable 

more sophisticated programs on less expensive 

processors. 

The development of a multitask/multithread system 

is inherently complex, since it involves the need of 

synchronization among tasks/threads and the analysis 

of data dependences. Multitask/multithread systems are 

composed by several processes, called tasks/threads, 

which depend upon each other to execute in a proper 

manner. To create these systems, the developer needs 

to split the application modules into a group of 

tasks/threads able to run simultaneously. Besides, it is 

very important to apply efficient methods for 

communication and synchronization to make sure that 

the processes interact correctly. 

This paper is organized as follows: Section 2 

presents the Programming Models for multicore 

systems. Section 3 presents our Model-Driven 



Development Process. Section 4 is a Case Study that 

shows how to apply our method. A conclusion is 

presented in Section 5. 

2. Programming Models 

Basically, there are two techniques to program 

multicore systems: multitasking and multithreading. 

Multitasking is the ability to run multiple processes at 

the same time. The processes can then be assigned to 

different cores in order to extract the performance 

benefits. For embedded applications, multitasking is a 

key technique that can lead to substantial performance 

improvements or reductions in cost. 

Multithreading is one of the main techniques that 

allow users to get the performance benefits of general 

multicore processors. However, multithreading 

requires that applications are designed in such a way 

that the work can be completed by independent 

workers, acting in the same process. The different 

processes can be placed to run in different cores. 

There have been several attempts to offer new 

parallel programming models, languages, and libraries 

for multicore systems, through which programmers can 

provide additional information related to the 

parallelism in their programs. Among these attempts 

are Map-Reduce [3], Cilk [4], UPC [5], X10 [6] and 

STAPL [7]. 

A considerable amount of research in the area of 

visual environments have been carried out aimed at the 

development of software able to reduce the difficulties 

found in the development of parallel systems. This 

effort resulted in user-friendly tools such as TEV [8], 

PVMGraph [9], Millipede [10], TRAPPER [11] and 

GRADE [12, 13]. Even though there are several 

differences between these environments, they all focus 

on making the program development easier, providing 

graphical representations to map paradigms or libraries 

designed for the development of parallel systems. 

In despite of the benefits provided by the tools 

described above, it is clear that they were not designed 

to support the development of embedded multicore 

systems. These environments were rather designed for 

multitask systems based on workstations or 

workstation clusters. In these architectures, the 

processing nodes are distinct machines, interconnected 

through a high-speed network and running general-

purpose operating systems. 

3. Development of Multicore Embedded 

Systems 

We are proposing a development process that can be 

carried out in a cyclic way generating more refined 

versions of the application at each iteration. Within 

each cycle the tasks are categorized into five 

Disciplines: Modelling, Partial Code Generation, 

Implementation, Testing/Debugging and Tuning. The 

software engineer may use any analysis and design 

method in conjunction with the proposed development 

process, including object-oriented methods such as 

UML [14], or even other approaches. 

The Development Process will use two existing 

tools, VisualRTXC [15] and TAU [16] to help in the 

programming of the system by providing an intuitive 

user interface and high-level design objects that are 

tightly coupled to the underlying kernel architecture. 

This development process allows the developer to 

rapidly move between design concepts and generated C 

code. In addition, it provides visual abstraction and 

design help for each of the typical phases of the 

development life cycle. 

The representation of applications through graphs is 

another advantage offered by a tool like VisualRTXC 

[15], since this approach is familiar to most designers 

and facilitates the use of the services provided by 

commercial kernels. As a result, the productivity of the 

development team is highly increased and as a 

consequence, better results can be obtained in less time 

at lower costs. 

The possibility of quick experimentation makes the 

proposed development process quite adequate for the 

creation of prototypes of the multicore embedded 

application during the initial stages of development. 

Through the creation of prototypes, problems existing 

in the design can be detected and fixed early, 

minimizing the consequences of them. 

In addition, the division of the graphical 

representation into layers allows the application to be 

structured as a hierarchy of subsystems. This modular 

approach makes our approach ideal for the 

development of large multicore embedded applications, 

where it is impossible to represent the whole system 

within a single diagram. 

The combination between the proposed model-

driven development process and the tools VisualRTXC 

[15] and TAU [16] also facilitates the integration of 

different tools into a single programming environment, 

allowing the same graphical notation to be used by the 

environment tools throughout the different 

development stages. 

3.1. VisualRTXC Implementation Tool 

A large number of research in the area of visual 

environments have been carried out aimed at the 

development of software able to reduce the difficulties 

found in the development of parallel systems. Using 

those tools, it is possible to specify the parallelism of 

the program at a high level of abstraction and from 

which the source code can be automatically generated. 

In the case of embedded systems, tools for their 

development have been aimed at maximizing the 



performance of the hardware rather than to improve the 

user productivity.  

VisualRTXC is a graphical tool designed to help the 

development, documentation and visualization of 

embedded applications. It can be thought of as a layer 

above the services offered by commercial kernels, 

acting mainly over basic structures used by these 

kernels such as tasks, semaphores, resources, timers 

and others. 

Differently from the traditional approach [17], 

where the program implementation is carried out on the 

source code, VisualRTXC offers a higher abstraction 

layer, where it is possible to represent graphically [1] 

most of the embedded application characteristics. As 

VisualRTXC allows the user to divide the application 

into several layers, it is possible to run each layer code 

on a specific core. 

3.2. TAU Performance Tool 

The TAU (Tuning and Analysis Utilities) parallel 

performance system is the product of fourteen years of 

development to create a robust, flexible, portable, and 

integrated framework and toolset for performance 

instrumentation, measurement, analysis, and 

visualization of large-scale parallel computer systems 

and applications. The success of the TAU project 

represents the combined efforts of researchers at the 

University of Oregon and colleagues at the Research 

Centre Juelich and Los Alamos National Laboratory. 

TAU provides an API that allows programmers to 

manually annotate the source code of the program. 

Source level instrumentation can be placed at any point 

in the program and it allows a direct association 

between language and program-level semantics and 

performance measurements. Using cross-language 

bindings, TAU provides its API in C++, C, Fortran, 

Java, and Python languages. 

4. Case Study - Mandelbrot 

Code that generates the Mandelbrot set is a 

favourite target for evaluating performance in 

embedded systems. Embedded systems generally 

require a high amount of image processing to perform 

and the Mandelbrot set can be adjusted to demand the 

computer power necessary for evaluation. Beside this, 

the Mandelbrot set is familiar to most users and the 

code required to generate the images is quite simple.  

Beginning with the application requirements, the 

software engineer models the application with the help 

of VisualRTXC. The modelling step is carried out at 

two levels. First, the level of the system where the 

software engineer represents the executing modules 

(tasks, threads and exceptions) and their kernel 

primitives, as well as all communications and 

synchronizations. The second level refers to the 

modelling of the executing modules, and is carried out 

after it has been made explicit at the first level of 

modelling. 

Figure 1 shows the Layer Diagram and Figure 2 the 

Code Diagram. 

 

 
Figure 1 - Layer Diagram 

Figure 2 shows the code that is generated 

automatically together with the code that was inserted 

by hand. The code was executed using the simulator of 

the Real-Time Kernel RTXC™ (RTXC is a Trademark 

of Quadros Systems Inc.) and VisualRTXC. A Core2 

Duo processor was used to run the simulator of the 

real-time kernel RTXC with Windows Vista. 

 

 
Figure 2 - Code Diagram 

The code was instrumented with commands of the 

performance tool TAU. The output of TAU can be seen 

in Figure 3. 

 



 
Figure 3 – TAU ParaProf 

The total execution time was 7.067 seconds. 

Analyzing the times provided by the performance tool, 

it is possible to see a delay in the manipulation of 

queues (fourth and fifth line in Figure 3). The delay in 

task PLOTTER makes sense, because it will take the 

dots only after these have been calculated. However, 

the delay in task MASTER is due to the size of the 

queue which is quite short. Increasing the size of the 

GINFOQ queue and running the application again, 

results on the performance shown in Figure 4. 

 

 

 
Figure 4 – TAU ParaProf 

We can see that the delay imposed to the GINFOQ 

queue now is only 0.002 seconds. The total execution 

time of Mandelbrot after the tuning is 5.850 seconds. 

5. Conclusion 

The exclusive use of general purpose tools, such as 

compilers and text editors, is not adequate for 

managing the complexity of most multicore embedded 

systems. Providing a development process with the 

help of a programming environment with facilities 

aimed at the development of these systems, represents 

a significant step to reduce the drawbacks that make 

the implementation one of the biggest bottlenecks 

during the design of those kinds of systems. 

We have shown that with two existing tools, it is 

possible to develop multicore systems in an efficient 

manner. Our approach for the process of development 

is carried out by a combination of a graphical tool with 

a performance tool. Using a graphical tool, it is 

possible to better understand the 

communication/synchronization of tasks/threads, while 

the performance tool allows tuning the system. 

The possibility of quick experimentation makes the 

proposed development process quite adequate for the 

creation of prototypes of the multicore embedded 

application during the initial stages of development. 

Through the creation of prototypes, problems existing 

in the design can be detected and fixed early, 

minimizing the consequences of them. 

In addition, the division of the graphical 

representation into layers allows the application to be 

structured as a hierarchy of subsystems. This modular 

approach makes our process ideal for the development 

of large multicore embedded applications, where it is 

possible to represent each part of the system within a 

single diagram. 
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