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Static Analysis of Safety Properties

2

The Art of Losing Precision No Surprises, Please

What Could  
Possibly Go Right? It’s Complicated
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Trace Properties T ∈ 𝒫(Σ∞)

3

Safety Property Verification

𝒯p(I) ⊆ T

Safety Properties = “Nothing Bad Ever Happens”

•  can be verified by exhaustive testingT

Example

• Any State Property : S ∈ 𝒫(Σ) T def= S∞

𝒯p(I)

•  can be falsified by finding a single finite execution not in T T
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Machine Learning Safety



Caterina UrbanAbstract InterpretationOPLSS 2025

Machine Learning in High-Stakes Systems

5

data ML software act as surrogate model

automate decision-making

perform tasks that are impossible using explicit programming
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Machine Learning in High-Stakes Systems

6

07/10/2019, 23*16A self-driving Uber ran a red light last December, contrary to company claims - The Verge

Page 1 of 3https://www.theverge.com/2017/2/25/14737374/uber-self-driving-car-red-light-december-contrary-company-claims

  

A self-driving Uber ran a red
light last December, contrary to
company claims
Internal documents reveal that the car was at fault
By Andrew Liptak @AndrewLiptak  Feb 25, 2017, 11:08am EST

TRANSPORTATION UBER RIDE-SHARING

8

Last December, a self-driving Uber was caught on camera running a red light in
San Francisco, shortly after the vehicles began testing on the roads. While Uber
claimed at the time that a driver was at fault, a report from The New York Times

07/12/20, 12:05Self-Driving Uber SUV Didn't Recognize Jaywalking Pedestrian In Fatal Crash : NPR

Page 1 of 3https://www.npr.org/2019/11/07/777438412/feds-say-self-driving-ube…did-not-recognize-jaywalking-pedestrian-in-fatal-?t=1607339086095

Feds Say Self-Driving Uber SUV Did
Not Recognize Jaywalking
Pedestrian In Fatal Crash
Richard Gonzales November 7, 201910:57 PM ET

The self-driving Uber SUV that struck pedestrian Elaine Herzberg on March 18, 2018, in Tempe,
Ariz.

Tempe Police Department via AP

The self-driving Uber SUV involved in a crash that killed a Tempe, Ariz.,
woman last year did not recognize her as a jaywalking pedestrian and its
braking system was not designed to avoid an imminent collision,
according to a federal report released this week.

07/10/2019, 22)58

IBM's Watson recommended 'unsafe and incorrect' cancer treatments - STAT

Page 1 of 2

https://www.statnews.com/2018/07/25/ibm-watson-recommended-unsafe-incorrect-treatments/

I

1

 2

IBM’s Watson supercomputer recommended ‘unsafe and incorrect’

cancer treatments, internal documents show

By Casey Ross3 @caseymross4 and Ike Swetlitz

July 25, 2018

Alex Hogan/STAT

nternal IBM documents show that its Watson supercomputer often spit out

erroneous cancer treatment advice and that company medical specialists and

customers identified “multiple examples of unsafe and incorrect treatment

recommendations” as IBM was promoting the product to hospitals and physicians

around the world.

The documents — slide decks presented last summer by IBM Watson Health’s

deputy chief health officer — largely blame the problems on the training of
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Neural Networks
Feed-Forward ReLU-Activated Neural Networks

8

input layer output layerhidden layers

output maxj xN,j

…

x0,0

x0,1

x0,2

x0,|L0|

x0,3 …

xi,j = max {∑
k

wi−1
j,k ⋅ xi−1,k + bi,j, 0}

Rectified Linear Unit (ReLU)

x1,0

x1,1

x1,|L1|

xN,0

xN,|LN|
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Neural Networks as Programs

9

x00 = input() 
x01 = input() 
 
x10 = -0.31 * x00 + 0.99 * x01 + (-0.63) 
x11 = -1.25 * x00 + (-0.64) * x01 + 1.88   

x10 = 0 if x10 < 0 else x10 
x11 = 0 if x11 < 0 else x11 
 
x20 = 0.40 * x10 + 1.21 * x11 + 0.00 
x21 = 0.64 * x10 + 0.69 * x11 + (-0.39) 
  
x20 = 0 if x20 < 0 else x20 
x21 = 0 if x21 < 0 else x21 
 
x30 = 0.26 * x20 + 0.33 * x21 + 0.45 
X31 = 1.42 * x20 + 0.40 * x21 + (-0.45) 
 
return ‘         ’ if x31 < 30 else ‘         ’

x00

x01

x10 x20

x30

x31

-0.31

-0.64

-1.25

0.9
9

-0.63

x11

0.40

0.69

0.00

0.64

1.2
1

x21

0.40

0.26

0.45

1.42

0.3
3

-0.45

-0.391.88
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Neural Networks as Programs

10

x00 = input() 
x01 = input() 
 
x10 = -0.31 * x00 + 0.99 * x01 + (-0.63) 
x11 = -1.25 * x00 + (-0.64) * x01 + 1.88   

x10 = 0 if x10 < 0 else x10 
x11 = 0 if x11 < 0 else x11 
 
x20 = 0.40 * x10 + 1.21 * x11 + 0.00 
x21 = 0.64 * x10 + 0.69 * x11 + (-0.39) 
  
x20 = 0 if x20 < 0 else x20 
x21 = 0 if x21 < 0 else x21 
 
x30 = 0.26 * x20 + 0.33 * x21 + 0.45 
X31 = 1.42 * x20 + 0.40 * x21 + (-0.45) 
 
return ‘         ’ if x31 < 30 else ‘         ’

Maximal Trace Semantics

ℳ

: inputt0

: predictiontω
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Safety

Stability
Stop Max Speed 100

+ =
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Safety

Stability
Stop Max Speed 100

+ =
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Prediction Stability
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Local Prediction Stability
Prediction is Unaffected by Input Perturbations
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Static Local Prediction Stability Analysis

15

3-Step Recipe

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs



Caterina UrbanAbstract InterpretationOPLSS 2025

Local Prediction Stability
Distance-Based Perturbations

16

ℛδ,ϵ
x

def= {t ∈ Σ* ∣ t0 ∈ Pδ,ϵ(x) ⇒ tω = C(x)}
 is the set of all traces that are prediction stable in the neighborhood  of a given input ℛδ,ϵ

x Pδ,ϵ(x) x

Pδ,ϵ(x) def= {x′ ∈ ℝ|L0| ∣ δ(x, x′ ) ≤ ϵ}

Example (  distance): L∞ P∞,ϵ(x) def= {x′ ∈ ℝ|L0| ∣ maxi |xi − x′ i | ≤ ϵ}

classification of x
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Static Local Prediction Stability
Example

17

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3

3

0.5

0.75

x20

x30

x31

0

x21

-1.5

1

-14

0.5

-1

-8

0

P(∈0.5,0.75𝒫) def= {x Σ ∞ 𝒯 ∞ ⊆ 0 − x0 − 1 ⋅ 0 − x1 − 1}
x11 ℳ 0.5 ′ x00 + 0.5 ′ x01 + 3 = 3.625

x10 ℳ 1 ′ x00 + 1 ′ x01 + 4 = 4.25

x20 ℳ 19.375

x21 ℳ 0.625

x30 ℳ 4.75

x31 ℳ 0.75
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Static Local Prediction Stability Analysis
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Concrete Semantics

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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Hierarchy of Semantics

19

𝒯

𝒯p(I) 𝒯s(F)

ℛ(I) ⟨(F)

αI αF

αsαp

ℳ

α* ⟩ α×

Forward/Backward Reachability Semantics

Prefix/Suffix Trace Semantics

Partial Finite Trace Semantics

Maximal Trace Semantics

Partial Finite Trace Abstraction

Prefix/Suffix Trace Abstraction

Forward/Backward Reachable State Abstraction
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Local Prediction Stability
Distance-Based Perturbations

20

ℛδ,ϵ
x

def= {t ∈ Σ* ∣ t0 ∈ Pδ,ϵ(x) ⇒ tω = C(x)}
 is the set of all traces that are prediction stable in the neighborhood  of a given input ℛδ,ϵ

x Pδ,ϵ(x) x

Pδ,ϵ(x) def= {x′ ∈ ℝ|L0| ∣ δ(x, x′ ) ≤ ϵ}

Example (  distance): L∞ P∞,ϵ(x) def= {x′ ∈ ℝ|L0| ∣ maxi |xi − x′ i | ≤ ϵ}

M ∧ ℛδ,ϵ
x 𝒞 ℳ[[M]] ⊆ ℛδ,ϵ

x 𝒞 𝒯p(Pδ,ϵ(x))[[M]] ⊆ ℛδ,ϵ
x

Theorem

classification of x
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Static Local Prediction Stability Analysis
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Abstract Semantics

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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Static Local Prediction Stability Analysis
Abstract Prefix Trace Semantics

22

…

…

1. proceed forwards from an 
abstraction  of P#

ω,δ Pω,δ

2. check output for inclusion  
in expected output: 
included        stable 
otherwise       alarm 

ℝ
ℝ!

Theorem

∣p(Pω,δ(x))[[M]] ≤ ∣#
p(P#

ω,δ(x))[[M]] ≤ ∞ω,δ
x ℛ M ⇒ ∞ω,δ

x
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Static Local Prediction Stability Analysis
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Abstract Domain #1: Interval Domain

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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Interval Domain

24

xi,j ℳ [a, b]
a, b Σ ↦

x00

x01

x10

1

0.5

0.5

1

4

x11

2

-1

1

3

3

x20

x30

x31

0

x21

-1.5

1

-14

0.5

-1

-8

0

x00 ℳ [0, 1]

x01 ℳ [0, 1]

x10 ℳ [4, 6]
ReLU

x11 ℳ [3, 4]

x11 ℳ [3, 4]
ReLU

x10 ℳ [4, 6]

x20 ℳ [17, 24]

x20 ℳ [17, 24]

x21 ℳ [0, 3]

x21 ℳ [0, 3]

x30 ℳ [0, 10]

x31 ℳ [⟨4, 4]ReLU

ReLU

Example

FALSE ALARM



Caterina UrbanAbstract InterpretationOPLSS 2025

Static Analysis by Abstract Interpretation

25

€   9.95 + 
€ 35.85 + 
€ 24.95 + 
€   4.85  
———— 
€ 75.60 

24.95€

35.85€

4.85€

9.95€ 10€

40€

25€

5€

€ 10 + 
€ 40 + 
€ 25 + 
€   5  
——— 
€ 80

"
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Static Local Prediction Stability Analysis
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Abstract Domain #2: Symbolic Domain

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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Symbolic Domain[Li et al. @ SAS 2019]

27

represent each neuron as  a linear combination of the inputs  and the previous ReLUs

xi,j ∘ {≼i−1
k=0 ck ⋅ xk + c ck, c ∈ ℝ|Xk|

[a, b] a, b ∈ ℝ

0 ≤ axi,j ∘ {Ei,j
[a, b]

a < 0 ⊧ 0 < bxi,j ∘ {xi,j
[0, b]

b ≤ 0xi,j ∘ {0
[0, 0]

xi,j ∘ {Ei,j
[a, b]

ReLU

xi−1,0 ∘ Ei−1,0…
xi−1,j ∘ Ei−1,j…

xi,j ∘ ∑
k

wi−1
j,k ⋅ Ei−1,k + bi,j

xi,j = ∑
k

wi−1
j,k ⋅ xi−1,k + bi,j
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Symbolic Domain

28

x00

x01

x10

1

0.5

0.5

1
4

x11

2

-1

1

3

3

x20

x30

x31

0

x21

-1.5

1

-14

0.5

-1

-8

0

Example

x00 ∘ {x00
[0, 1]

x01 ∘ {x01
[0, 1]

x11 ∘ {0.5 ⋅ x00 + 0.5 ⋅ x01 + 3
[3, 4]

x10 ∘ {x00 + x01 + 4
[4, 6] x20 ∘ {2 ⋅ (x00 + x01 + 4) + 3 ⋅ (0.5 ⋅ x00 + 0.5 ⋅ x01 + 3)

[17, 24]

x21 ∘ {(x00 + x01 + 4) − 1 ⋅ (0.5 ⋅ x00 + 0.5 ⋅ x01 + 3)
[1, 2]

x30 ∘ {3 ⋅ x00 + 3 ⋅ x01 + 2
[2, 8]

x31 ∘ {x00 + x01 − 1
[−1, 1]

"
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Symbolic Domain

29

Modified Example

x00

x01

x10

1

0.5

0.5

1
4

x11

2

-1

1

3

3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ∘ {x00
[0, 1]

x01 ∘ {x01
[0, 1]

x30 ∘ {3 ⋅ x00 + 3 ⋅ x01 + 2
[2, 8]

x40 ∘ {1.5 ⋅ x00 + 1.5 ⋅ x01 − 2 ⋅ x31 + 2
[0, 5]

x41 ∘ {x31
[0, 1]

x31 ∘ {x00 + x01 − 1
[−1, 1]

x31 ∘ {x31
[0, 1]

ReLU

FALSE ALARM
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Static Local Prediction Stability Analysis

30

Abstract Domain #3: DeepPoly Domain

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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DeepPoly Domain[Singh et al. @ POPL 2019]

31

maintain symbolic lower- and  upper-bounds for each neuron  + convex ReLU approximations

xi+1,j ∘ {[≼k ci,k ⋅ xi,k + c, ≼k di,k ⋅ xi,k + d] ci,k, c, di,k, d ∈ ℝ
[a, b] a, b ∈ ℝ

ba x

ReLU(x)

ReLU(x) ≤
b(x − a)

b − a

0 ≤ ReLU(x)

xi,j ∘ [0, b(xi,j − a)
b − a ]

[0, b]

ba x

ReLU(x)

ReLU(x) ≤
b(x − a)

b − a

    
   x

≤ ReL
U(x)

xi,j ∘ [xi,j,
b(xi,j − a)

b − a ]
[a, b]

xi,j ∘ {[Li,j, Ui,j]
[a, b]

xi,j ∘ {[Li,j, Ui,j]
[a, b]

xi,j ∘ {[0, 0]
[0, 0]

0 ≤ a

b ≤ 0

ReLU

ReLU

ReLU a < 0 ⊧ 0 < b

b ≤ − a

−a < b
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DeepPoly Domain

33

Example

x00

x01

x10

1

0.5

0.5

1
4

x11

2

-1

1

3

3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x10 ∘ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6]

x11 ∘ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]
[3, 4]

x00 ∘ {[x00, x00]
[0, 1]

x01 ∘ {[x01, x01]
[0, 1]
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DeepPoly Domain

34

Example

x00

x01

x10

1

0.5

0.5

1
4

x11

2

-1

1

3

3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ∘ {[x00, x00]
[0, 1]

x01 ∘ {[x01, x01]
[0, 1]

x20 ∘ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24]

x21 ∘ {[x10 − x11, x10 − x11]
[1, 2]
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DeepPoly Domain

35

Example

x00

x01

x10

1

0.5

0.5

1
4

x11

2

-1

1

3

3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ∘ {[x00, x00]
[0, 1]

x01 ∘ {[x01, x01]
[0, 1]

x30 ∘ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8]

x31 ∘ {[0.5 ⋅ x20 − 1.5 ⋅ x21 − 8, 0.5 ⋅ x20 − 1.5 ⋅ x21 − 8]
[−1, 1]

x31 ∘ {[0, 0.5 ⋅ x31 + 0.5]
[0, 1]

ReLU

ba
x

ReLU(x)

ReLU(x) ≤
b (x − a)

b − a

0 ≤ ReLU(x)
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DeepPoly Domain

36

Example

x00

x01

x10

1

0.5

0.5

1
4

x11

2

-1

1

3

3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ∘ {[x00, x00]
[0, 1]

x01 ∘ {[x01, x01]
[0, 1]

x40 ∘ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]
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DeepPoly Domain
Back-Substitution

37

x30 ℳ {[x20 ⟨ x21 ⟨ 14, x20 ⟨ x21 ⟨ 14]
[2, 8] x31 ℳ {[0, 0.5 ′ (0.5 ′ x20 ⟨ 1.5 ′ x21 ⟨ 8) + 0.5]

[0, 1]

x40 ℳ {[0.5 ′ x30 ⟨ 2 ′ x31 + 1, 0.5 ′ x30 ⟨ 2 ′ x31 + 1]
[2, 5]

x10 ℳ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ℳ {[0.5 ′ x00 + 0.5 ′ x01 + 3, 0.5 ′ x00 + 0.5 ′ x01 + 3]

[3, 4]

x20 ℳ {[2 ′ x10 + 3 ′ x11, 2 ′ x10 + 3 ′ x11]
[17, 24] x21 ℳ {[x10 ⟨ x11, x10 ⟨ x11]

[1, 2]

x00 ℳ [0, 1] x01 ℳ [0, 1]
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DeepPoly Domain
Back-Substitution

37

x30 ℳ {[x20 ⟨ x21 ⟨ 14, x20 ⟨ x21 ⟨ 14]
[2, 8] x31 ℳ {[0, 0.5 ′ (0.5 ′ x20 ⟨ 1.5 ′ x21 ⟨ 8) + 0.5]

[0, 1]

x40 ℳ {[0.5 ′ x30 ⟨ 2 ′ x31 + 1, 0.5 ′ x30 ⟨ 2 ′ x31 + 1]
[2, 5]

x40 ℳ {[x21 + 1, 0.5 ′ x20 ⟨ 0.5 ′ x21 ⟨ 6]
[2, 5]

x10 ℳ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ℳ {[0.5 ′ x00 + 0.5 ′ x01 + 3, 0.5 ′ x00 + 0.5 ′ x01 + 3]

[3, 4]

x20 ℳ {[2 ′ x10 + 3 ′ x11, 2 ′ x10 + 3 ′ x11]
[17, 24] x21 ℳ {[x10 ⟨ x11, x10 ⟨ x11]

[1, 2]

x00 ℳ [0, 1] x01 ℳ [0, 1]
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DeepPoly Domain
Back-Substitution

37

x30 ℳ {[x20 ⟨ x21 ⟨ 14, x20 ⟨ x21 ⟨ 14]
[2, 8] x31 ℳ {[0, 0.5 ′ (0.5 ′ x20 ⟨ 1.5 ′ x21 ⟨ 8) + 0.5]

[0, 1]

x40 ℳ {[0.5 ′ x30 ⟨ 2 ′ x31 + 1, 0.5 ′ x30 ⟨ 2 ′ x31 + 1]
[2, 5]

x40 ℳ {[x21 + 1, 0.5 ′ x20 ⟨ 0.5 ′ x21 ⟨ 6]
[2, 5]

x40 ℳ {[x10 ⟨ x11 + 1, 0.5 ′ x10 + 2 ′ x11 ⟨ 6]
[2, 5]

x10 ℳ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ℳ {[0.5 ′ x00 + 0.5 ′ x01 + 3, 0.5 ′ x00 + 0.5 ′ x01 + 3]

[3, 4]

x20 ℳ {[2 ′ x10 + 3 ′ x11, 2 ′ x10 + 3 ′ x11]
[17, 24] x21 ℳ {[x10 ⟨ x11, x10 ⟨ x11]

[1, 2]

x00 ℳ [0, 1] x01 ℳ [0, 1]
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DeepPoly Domain
Back-Substitution

37

x30 ℳ {[x20 ⟨ x21 ⟨ 14, x20 ⟨ x21 ⟨ 14]
[2, 8] x31 ℳ {[0, 0.5 ′ (0.5 ′ x20 ⟨ 1.5 ′ x21 ⟨ 8) + 0.5]

[0, 1]

x40 ℳ {[0.5 ′ x30 ⟨ 2 ′ x31 + 1, 0.5 ′ x30 ⟨ 2 ′ x31 + 1]
[2, 5]

x40 ℳ {[x21 + 1, 0.5 ′ x20 ⟨ 0.5 ′ x21 ⟨ 6]
[2, 5]

x40 ℳ {[x10 ⟨ x11 + 1, 0.5 ′ x10 + 2 ′ x11 ⟨ 6]
[2, 5]

x10 ℳ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ℳ {[0.5 ′ x00 + 0.5 ′ x01 + 3, 0.5 ′ x00 + 0.5 ′ x01 + 3]

[3, 4]

x20 ℳ {[2 ′ x10 + 3 ′ x11, 2 ′ x10 + 3 ′ x11]
[17, 24] x21 ℳ {[x10 ⟨ x11, x10 ⟨ x11]

[1, 2]

x40 ℳ {[0.5 ′ x00 + 0.5 ′ x01 + 2, 1.5 ′ x00 + 1.5 ′ x11 + 2]
[2, 5]

x00 ℳ [0, 1] x01 ℳ [0, 1]
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x00 ∘ [0, 1] x01 ∘ [0, 1]

x30 ∘ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8]

x40 ∘ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[0, 5]

x40 ∘ {[x21 + 1, 0.5 ⋅ x20 − 0.5 ⋅ x21 − 6]
[2, 5 . 5]

x40 ∘ {[x10 − x11 + 1, 0.5 ⋅ x10 + 2 ⋅ x11 − 6]
[1, 5]

x40 ∘ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 2, 1.5 ⋅ x00 + 1.5 ⋅ x11 + 2]
[2, 5]

x10 ∘ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ∘ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]

[3, 4]

x20 ∘ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24] x21 ∘ {[x10 − x11, x10 − x11]

[1, 2]

x31 ∘ {[0, 0.5 ⋅ (0.5 ⋅ x20 − 1.5 ⋅ x21 − 8) + 0.5]
[0, 1]
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Example

x00

x01

x10

1

0.5

0.5

1
4

x11

2

-1

1

3

3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ∘ {[x00, x00]
[0, 1]

x01 ∘ {[x01, x01]
[0, 1]

x41 ∘ {[x31, x31]
[0, 1]

x40 ∘ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]
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Back-Substitution
x00 ∘ [0, 1] x01 ∘ [0, 1]

x30 ∘ {[x20 − x21 − 14, x20 − x21 − 14]
[2, 8] x31 ∘ {[0, 0.5 ⋅ (0.5 ⋅ x20 − 1.5 ⋅ x21 − 8) + 0.5]

[0, 1]

x10 ∘ {[x00 + x01 + 4, x00 + x01 + 4]
[4, 6] x11 ∘ {[0.5 ⋅ x00 + 0.5 ⋅ x01 + 3, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 3]

[3, 4]

x20 ∘ {[2 ⋅ x10 + 3 ⋅ x11, 2 ⋅ x10 + 3 ⋅ x11]
[17, 24] x21 ∘ {[x10 − x11, x10 − x11]

[1, 2]

x41 ∘ {[x31, x31]
[0, 1]

x41 ∘ {[0, 0.25 ⋅ x20 − 0.75 ⋅ x21 − 3.5]
[0, 1]

x41 ∘ {[0, − 0.25 ⋅ x10 + 1.5 ⋅ x11 − 3.5]
[0, 1]

x41 ∘ {[0, 0.5 ⋅ x00 + 0.5 ⋅ x01]
[0, 1]
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Example

x00

x01

x10

1

0.5

0.5

1
4

x11

2

-1

1

3

3

x20 x30

x40

x41

0

x21

1

-1.5

-14

0.5

-1

x31

1

0.5

1

0

-2

0

-80

0.5

0.75

x00 ∘ {[x00, x00]
[0, 1]

x01 ∘ {[x01, x01]
[0, 1]

x40 ∘ {[0.5 ⋅ x30 − 2 ⋅ x31 + 1, 0.5 ⋅ x30 − 2 ⋅ x31 + 1]
[2, 5]

x41 ∘ {[x31, x31]
[0, 1]

"
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x00

x01

x10

1

-1

1

1
0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

0

0

x00 ∘ {[x00, x00]
[−1, 1]

x01 ∘ {[x01, x01]
[−1, 1]

x11 ∘ {[x00 − x01, x00 − x01]
[−2, 2]

x11 ∘ [0, 0.5 ⋅ x11 + 1] ⇔ [0, 0.5 ⋅ x00 − 0.5 ⋅ x01 + 1]
ReLU

x10 ∘ {[x00 + x01, x00 + x01]
[−2, 2]

x10 ∘ [0, 0.5 ⋅ x10 + 1] ⇔ [0, 0.5 ⋅ (x00 + x01) + 1] = [0, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 1]
ReLU

x40
1

-1
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x00

x01

x10

1

-1

1

1
0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

0

0

x00 ∘ {[x00, x00]
[−1, 1]

x01 ∘ {[x01, x01]
[−1, 1]

x21 ∘ {[x10 − x11, x10 − x11] ⇔ [−0.5 ⋅ x00 + 0.5 ⋅ x01 − 1, 0.5 ⋅ x00 − 0.5 ⋅ x01 + 1]
[−2, 2]

x20 ∘ {[x10 + x11, x10 + x11] ⇔ [0, x00 + 2]
[0, 3]

x11 ∘ [0, 0.5 ⋅ x11 + 1] ⇔ [0, 0.5 ⋅ x00 − 0.5 ⋅ x01 + 1]

x10 ∘ [0, 0.5 ⋅ x10 + 1] ⇔ [0, 0.5 ⋅ (x00 + x01) + 1] = [0, 0.5 ⋅ x00 + 0.5 ⋅ x01 + 1]

x40
1

-1
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x00

x01

x10

1

-1

1

1
0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

0

0

x00 ∘ {[x00, x00]
[−1, 1]

x01 ∘ {[x01, x01]
[−1, 1]

x21 ∘ {[x10 − x11, x10 − x11] ⇔ [−0.5 ⋅ x00 + 0.5 ⋅ x01 − 1, 0.5 ⋅ x00 − 0.5 ⋅ x01 + 1]
[−2, 2]

x20 ∘ {[x10 + x11, x10 + x11] ⇔ [0, x00 + 2]
[0, 3]

x21 ∘ [0, 0.5 ⋅ x21 + 1] ⇔ [0, 0.25 ⋅ x00 − 0.25 ⋅ x01 + 1.5]
ReLU

x40
1

-1
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x00

x01

x10

1

-1

1

1
0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

0

0

x00 ∘ {[x00, x00]
[−1, 1]

x01 ∘ {[x01, x01]
[−1, 1]

x31 ∘ {[x21, x21] ⇔ [0, 0.25 ⋅ x00 − 0.25 ⋅ x01 + 1.5]
[0, 2]

x20 ∘ {[x10 + x11, x10 + x11] ⇔ [0, x00 + 2]
[0, 3]

x21 ∘ [0, 0.5 ⋅ x21 + 1] ⇔ [0, 0.25 ⋅ x00 − 0.25 ⋅ x01 + 1.5]

x30 ∘ {[x20 + x21 + 1, x20 + x21 + 1] ⇔ [1, 1.25 ⋅ x00 − 0.25 ⋅ x01 + 4.5]
[1, 6]  with back-substitution  → [1, 5 . 5]

x40
1

-1
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x00

x01

x10

1

-1

1

1
0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

0

0

x00 ∘ {[x00, x00]
[−1, 1]

x01 ∘ {[x01, x01]
[−1, 1]

x31 ∘ {[x21, x21] ⇔ [0, 0.25 ⋅ x00 − 0.25 ⋅ x01 + 1.5]
[0, 2]

x40 ∘ {
…
[−1, 6]  with back-substitution  → [1, 4]

x40
1

-1

x30 ∘ {[x20 + x21 + 1, x20 + x21 + 1] ⇔ [1, 1.25 ⋅ x00 − 0.25 ⋅ x01 + 4.5]
[1, 6]  with back-substitution  → [1, 5 . 5]
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Going Farther: Multi-Neuron Abstractions

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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x1

x2

(2, 0)(�2, 0)

(0, 2)

(0,�2)

(a) Input shape

y1

y2

z = x1 + x2

(2, 0,�2)

(2, 1,�2)

(1, 2,�2)
(0, 2,�2)

(b) 1-ReLU

y1

y2

z = x1 + x2

(0, 0,�2)

(2, 0, 2)

(0, 0, 2)

(0, 2, 2)

(c) 2-ReLU

Figure 1: The input space for the ReLU assignments y1 := ReLU(x1), y2 := ReLU(x2) is shown
on the left in blue. Shapes of the relaxations projected to 3D are shown on the right in red.

This work: beyond the single neuron convex barrier In this work, we address this issue by
proposing a novel parameterized framework, called k-ReLU, for generating convex approximations
that consider multiple ReLUs jointly. Here, the parameter k determines how many ReLUs are
considered jointly with large k resulting in more precise output. For example, unlike prior work, our
framework can generate a convex relaxation for y1:=ReLU(x1) and y2:=ReLU(x2) that is optimal
in the x1x2y1y2-space. We next illustrate this point with an example.

Precision gain with k-ReLU on an example Consider the input space of x1x2 as defined by the
blue area in Fig. 1 and the ReLU operations y1:=ReLU(x1) and y2:=ReLU(x2). The input space is
bounded by the relational constraints x2 � x1  2, x1 � x2  2, x1 + x2  2 and �x1 � x2  2.
The relaxations produced are in a four dimensional space of x1x2y1y2. For simplicity of presentation,
we show the feasible shape of y1y2 as a function of z = x1 + x2.

The triangle relaxation from [3] is in fact a special case of our framework with k = 1, that is,
1-ReLU. 1-ReLU independently computes two relaxations - one in the x1y1 space and the other
in the x2y2 space. The final relaxation is the cartesian product of the feasible sets of the two
individually computed relaxations and is oblivious to any correlations between x1 and x2. The
relaxation adds triangle constraints {y1 � 0, y1 � x1, y1  0.5 · x1 + 1} between x1 and y1 as well
as {y2 � 0, y2 � x2, y2  0.5 · x2 + 1} between x2 and y2.

In contrast, 2-ReLU considers the two ReLU’s jointly and captures the relational constraints between
x1 and x2. 2-ReLU computes the following relaxation:

{y1 � 0, y1 � x1, y2 � 0, y2 � x2, 2 · y1 + 2 · y2 � x1 � x2  2}

The polytope produced is shown in Fig. 1c. Note that in this case the shape of y1y2 is not independent
of x1 + x2 as opposed to the triangle relaxation. At the same time, it is more precise than Fig. 1b for
all values of z.

Main contributions Our main contributions are:

• A novel framework, called k-ReLU, that computes optimal convex relaxations for the output
of k ReLU operations jointly. k-ReLU is generic and can be combined with existing verifiers
for improved precision while maintaining scalability. Further, k-ReLU is also adaptive and
can be tuned to balance precision and scalability by varying k.

• A method for computing approximations of the optimal relaxations for larger k, which is
more precise than simply using l < k.

• An instantiation of k-ReLU with the recent DeepPoly convex relaxation [9] resulting in a
verifier called kPoly.

• An evaluation showing kPoly is more precise and scalable than the state-of-the-art verifiers
[9, 19] on the task of certifying neural networks of up to 100K neurons against challenging
adversarial perturbations (e.g., L1 balls with ✏ = 0.3).

We note that the work of [12] computes semi definite relaxations that consider multiple ReLUs jointly,
however these are not optimal and do not scale to the large networks used in our experiments.

2
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An Exercise Worth Trying # 

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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x1

xN

f1(x1, …, xN)

fj(x1, …, xN)

x2

f

↦
↦

↦

Figure 2: Image-specific class saliency maps for the top-1 predicted class in ILSVRC-2013

test images. The maps were extracted using a single back-propagation pass through a classification
ConvNet. No additional annotation (except for the image labels) was used in training.

5

Figure 2: Image-specific class saliency maps for the top-1 predicted class in ILSVRC-2013

test images. The maps were extracted using a single back-propagation pass through a classification
ConvNet. No additional annotation (except for the image labels) was used in training.
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∑←⋮j(x) =
𝗆fj(x1, …, xN)
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…

𝗆fj(x1, …, xN)
𝗆xN
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Input Image

Saliency Map

Expected Saliency Map 

Distance

Saliency Map Stability Saliency Map Instability

δ = 4
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Verifying Attention Robustness of Deep Neural
Networks against Semantic Perturbations

Satoshi Munakata1, Caterina Urban2, Haruki Yokoyama1, Koji Yamamoto1,
and Kazuki Munakata1

1 Fujitsu, Kanagawa, Japan
2 Inria & ENS | PSL & CNRS, Paris, France

Abstract. It is known that deep neural networks (DNNs) classify an
input image by paying particular attention to certain specific pixels; a
graphical representation of the magnitude of attention to each pixel is
called a saliency-map. Saliency-maps are used to check the validity of the
classification decision basis, e.g., it is not a valid basis for classification if
a DNN pays more attention to the background rather than the subject of
an image. Semantic perturbations can significantly change the saliency-
map. In this work, we propose the first verification method for attention
robustness, i.e., the local robustness of the changes in the saliency-map
against combinations of semantic perturbations. Specifically, our method
determines the range of the perturbation parameters (e.g., the brightness
change) that maintains the di!erence between the actual saliency-map
change and the expected saliency-map change below a given threshold
value. Our method is based on activation region traversals, focusing on
the outermost robust boundary for scalability on larger DNNs. We em-
pirically evaluate the e!ectiveness and performance of our method on
DNNs trained on popular image classification datasets.

1 Introduction

Classification Robustness. Deep neural networks (DNN) are now dominant
solutions in computer vision, notably for image classification [20]. However, qual-
ity assurance is essential when DNNs are used in safety-critical systems [2]. From
an assurance point of view, one key property that has been extensively stud-
ied is the robustness of the classification against input perturbations [16]. In
particular, a long line of work has focused on robustness to adversarial input
perturbations [35]. However, DNNs have been shown to also be vulnerable to
input perturbations likely to naturally occur in practice, such as small bright-
ness changes, translations, rotations, and other spacial transformations [8, 19,
40, 7, 11]. In this paper we focus on such semantic perturbations. A number of
approaches have been proposed to determine the range of perturbation parame-
ters (e.g., the amount of brightness change and translation) that do not change
the classification [3, 23]. However, we argue that classification robustness is not
a su!cient quality assurance criterion in safety-critical scenarios.
Classification Validity. It is known that DNNs classify an input image by
paying particular attention to certain specific pixels in the image; a graphical

Caterina UrbanAbstract Interpretation
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implemented using 45 feed-forward fully-connected ReLU networks

A DNN implementation of ACAS Xu presents new certification challenges.
Proving that a set of inputs cannot produce an erroneous alert is paramount
for certifying the system for use in safety-critical settings. Previous certification
methodologies included exhaustively testing the system in 1.5 million simulated
encounters [20], but this is insu�cient for proving that faulty behaviors do not
exist within the continuous DNNs. This highlights the need for verifying DNNs
and makes the ACAS Xu DNNs prime candidates on which to apply Reluplex.

Network Functionality. The ACAS Xu system maps input variables to action
advisories. Each advisory is assigned a score, with the lowest score corresponding
to the best action. The input state is composed of seven dimensions (shown in
Fig. 6) which represent information determined from sensor measurements [19]:
(i) ⇢: Distance from ownship to intruder; (ii) ✓: Angle to intruder relative to
ownship heading direction; (iii)  : Heading angle of intruder relative to ownship
heading direction; (iv) vown: Speed of ownship; (v) vint: Speed of intruder; (vi) ⌧ :
Time until loss of vertical separation; and (vii) aprev: Previous advisory. There
are five outputs which represent the di↵erent horizontal advisories that can be
given to the ownship: Clear-of-Conflict (COC), weak right, strong right, weak
left, or strong left. Weak and strong mean heading rates of 1.5 �/s and 3.0 �/s,
respectively.

Ownship

vown

Intruder

vint

⇢

 

✓

Fig. 6: Geometry for ACAS Xu Horizontal Logic Table

The array of 45 DNNs was produced by discretizing ⌧ and aprev, and produc-
ing a network for each discretized combination. Each of these networks thus has
five inputs (one for each of the other dimensions) and five outputs. The DNNs
are fully connected, use ReLU activation functions, and have 6 hidden layers
with a total of 300 ReLU nodes each.

Network Properties. It is desirable to verify that the ACAS Xu networks
assign correct scores to the output advisories in various input domains. Fig. 7
illustrates this kind of property by showing a top-down view of a head-on en-
counter scenario, in which each pixel is colored to represent the best action if
the intruder were at that location. We expect the DNN’s advisories to be con-
sistent in each of these regions; however, Fig. 7 was generated from a finite set

5 input sensor measurements 

• : distance from ownship to intruder

• : angle to intruder relative to ownship heading direction

• : heading angle to intruder relative to ownship heading direction

• : speed of ownship

• : speed of intruder

ρ
θ
ψ
vown
vint

22 / 30

Properties of Interest

1. No unnecessary turning advisories
2. Alerting regions are consistent
3. Strong alerts do not appear when vertical separation 

is large

5 output horizontal advisories 

• Strong Left

• Weak Left

• Clear of Conflict

• Weak Right

• Strong Right
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250 ≤ ρ ≤ 400

0.2 ≤ θ ≤ 0.4

…

…

…

…

…

…

…

…

ρ

θ

ψ

vown

vint

SL

WL

CoC

WR

SR
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3-Step Recipe
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mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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ℛδ,ϵ
x

def= {t ∈ Σ* ∣ t0 ∧ I ⇒ tω ∧ O}
 is the set of all traces that are satisfy the input and output specifications  and 𝖺I

O I O

: input specificationI
: output specificationO
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0
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1
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1

-1.25

0

⟨1 − ϵ − 1

0 − α − 1 Clear of Conflict
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Concrete Semantics

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs



Caterina UrbanAbstract InterpretationOPLSS 2025

Hierarchy of Semantics

62

𝒯

𝒯p(I) 𝒯s(F)

ℛ(I) ⟨(F)

αI αF

αsαp

ℳ

α* ⟩ α×

Forward/Backward Reachability Semantics

Prefix/Suffix Trace Semantics

Partial Finite Trace Semantics

Maximal Trace Semantics

Partial Finite Trace Abstraction

Prefix/Suffix Trace Abstraction

Forward/Backward Reachable State Abstraction
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M ∧ 𝖺I
O 𝒞 ℳ[[M]] ⊆ 𝖺I

O 𝒞 𝒯p(I)[[M]] ⊆ 𝖺I
O

Theorem

Input-Output Properties

ℛδ,ϵ
x

def= {t ∈ Σ* ∣ t0 ∧ I ⇒ tω ∧ O}
 is the set of all traces that satisfy the input and output specifications  and 𝖺I

O I O

: input specificationI
: output specificationO
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Abstract Semantics

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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…

…

1. proceed forwards from an 
abstraction  of I# I

2. check output for inclusion  
in output specification : 
included        safe 
otherwise       alarm 

O
ℝ
ℝ!

Theorem

∣p(I))[[M]] ≤ ∣#
p(I#))[[M]] ≤ ⟩I

O ℛ M ⇒ ⟩I
O
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Abstract Domain #3: DeepPoly Domain

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ∘ {[x01, x01]
[−1, 1]

x00 ∘ {[x00, x00]
[0, 1]

x11 ∘ {[x00 − x01, x00 − x01]
[−1, 2]

x11 ∘ {[x11, 2
3 ⋅ x11 + 2

3 ]
[−1, 2]

ReLU

x10 ∘ {[x00 + x01, x00 + x01]
[−1, 2]

x10 ∘ {[x10, 2
3 ⋅ x10 + 2

3 ]
[−1, 2]

ReLU

ba
x

ReLU(x)

ReLU(x) ≤
b (x − a)

b − a

    
   x

≤ ReLU(x)
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DeepPoly Domain
Example
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x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ∘ {[x01, x01]
[−1, 1]

x00 ∘ {[x00, x00]
[0, 1]

x20 ∘ {
[x10 + x11, x10 + x11]
[0, 8

3 ]

x21 ∘ {
[x10 − x11, x10 − x11]
[− 7

3 , 7
3 ]

x21 ∘
[0, 0.5 ⋅ x21 + 7

6 ]

[0, 7
3 ]

ReLU

ba
x

ReLU(x)

ReLU(x) ≤
b (x − a)

b − a

0 ≤ ReLU(x)
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DeepPoly Domain
Example
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x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ∘ {[x01, x01]
[−1, 1]

x00 ∘ {[x00, x00]
[0, 1]

x30 ∘ {[x20 + x21 + 1, x20 + x21 + 1]
[1, 5 . 5]

x31 ∘
[x21 − 1.25, x21 − 1.25]
[−1 . 25, 13

12 ]

FALSE ALARM



Caterina UrbanAbstract InterpretationOPLSS 2025

Static Safety Analysis
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Abstract Domain #2: Symbolic Domain

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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Symbolic Domain
Example

73

x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ∘ {x01
[−1, 1]

x00 ∘ {x00
[0, 1]

x10 ∘ {x00 + x01
[−1, 2] x10 ∘ {x10

[0, 2]

x11 ∘ {x11
[0, 2]x11 ∘ {x00 − x01

[−1, 2]
ReLU

ReLU
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Symbolic Domain
Example

74

x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ∘ {x01
[−1, 1]

x00 ∘ {x00
[0, 1]

x20 ∘ {x10 + x11
[0, 4]

x21 ∘ {x21
[0, 2]x21 ∘ {x10 − x11

[−2, 2]
ReLU
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 with DeepPoly→ [−1 . 25, 13
12 ]

Symbolic Domain
Example

75

x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ∘ {x01
[−1, 1]

x00 ∘ {x00
[0, 1]

x30 ∘ {x10 + x11 + x21 + 1
[1, 7]

x31 ∘ {x21 − 1.25
[−1 . 25, 0 . 75]

 with DeepPoly→ [1, 5 . 5]

"
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Abstract Domain #4: Reduced Product Domain

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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Reduced Product Domain
Symbolic Domain & DeepPoly Domain

77

[max(as, ad), min(bs, bu)]
DeepPolySymbolic

[ad, bd]

[as, bs]

[max(as, ad), min(bs, bu)]
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Reduced Product Domain
Example
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x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ∘
x01
[x01, x01]
[−1, 1]

x00 ∘
x00
[x00, x00]
[0, 1]

x10 ∘
x00 + x01
[x00 + x01, x00 + x01]
[−1, 2]

x10 ∘
x10 ⇔ [0, 2]
[x10, 2

3 ⋅ x10 + 2
3 ] ⇔ [−1, 2]

[0, 2]

x11 ∘
x00 − x01
[x00 − x01, x00 − x01]
[−1, 2]

x11 ∘
x11 ⇔ [0, 2]
[x11, 2

3 ⋅ x11 + 2
3 ] ⇔ [−1, 2]

[0, 2]
ReLU
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Reduced Product Domain
Example
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x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ∘
x01
[x01, x01]
[−1, 1]

x00 ∘
x00
[x00, x00]
[0, 1]

x21 ∘
x21 ⇔ [0, 2]
[0, 0.5 ⋅ x21 + 1] ⇔ [0, 2]
[0, 2]

x21 ∘
x10 − x11 ⇔ [−2, 2]
[x10 − x11, x10 − x11] ⇔ [− 7

3 , 7
3 ]

[−2, 2] ReLU

x20 ∘

x10 + x11 ⇔ [0, 4]
[x10 + x11, x10 + x11] ⇔ [0, 8

3 ]

[0, 8
3 ]
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Reduced Product Domain
Example
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x00

x01

x10

1

-1

1

1

0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

−1 ≤ θ ≤ 1

0 ≤ ρ ≤ 1 Clear of Conflict

Strong Turn

x01 ∘
x01
[x01, x01]
[−1, 1]

x00 ∘
x00
[x00, x00]
[0, 1]

x30 ∘

x10 + x11 + x21 + 1 ⇔ [1, 20
3 ]

[x20 + x21 + 1, x20 + x21 + 1] ⇔ [1, 16
3 ]

[1, 16
3 ]

x31 ∘
x21 − 1.25 ⇔ [−1 . 25, 0 . 75]
[x21 − 1.25, x21 − 1.25] ⇔ [−1 . 25, 0 . 75]
[−1 . 25, 0 . 75]

"
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Static Safety Analysis
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Going Farther: Complete Methods

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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ReluVal[Wang et al. @ USENIX Security 2018]

Asymptotically Complete Method

83

symbolic propagation + iterative input refinement

     alarm !     alarm !     safe 
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DeepPoly Domain + Input Refinement

84

x00

x01

x10

1

-1

1

1
0

x11

1

-1

1

1

0

x20

x30

x31

0

x21

1

1

1

0

1

-1.25

0

x00 ∘ {[x00, x00]
[−1, 1]

x01 ∘ {[x01, x01]
[−1, 1]

x30 ∘ {
…
[1, 5 . 5]

x31 ∘ {
…
[−1 . 25, 0 . 75]

x00 ∘ {[x00, x00]
[0, 1]

x31 ∘ {
…
[−1 . 25, 13

12 ]
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Neurify
Asymptotically Complete Method

85

symbolic propagation  + convex ReLU approximation +  iterative input/ReLU refinement

xi,j ∘ {[≼k c0,k ⋅ x0,k + c, ≼k d0,k ⋅ x0,k + d] c0,k, c, d0,k, d ∈ ℝ
[a, b] a, b ∈ ℝ

xi,j ∘ {[Ei,j, Ei,j]
[a, b]

xi,j ∘ {[Ei,j, Ei,j]
[a, b]

xi,j ∘ {[0, 0]
[0, 0]

ReLU

ReLU

ReLU

0 ≤ a

a < 0 ⊧ 0 < b

b ≤ 0
ba

x

ReLU(x)

b
b − a

x ≤ ReLU(x)

ReLU(x) ≤
b
b − a

(x − a)
xi,j ∘ {[ b

b − a Ei,j, b
b − a (Ei,j − a)]

[a, b]
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-CROWNαβ
The State of the Art

86

Winner of the International Verification of Neural Networks Competition since 2021
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Static Safety Analysis
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Going Farther: Other Abstractions

concrete semantics 
mathematical models of the program behavior

abstract semantics, abstract domains 
algorithmic approaches to decide program properties

practical tools  
targeting specific programs
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Interval Neural Networks[Prabhakar and Afza @ NeurIPS 2019]

88

Related Work
 
Elboher et al. @ CAV 2020

merge neurons layer-wise  

based on partitioning strategy + 

replace weights with intervals

[w
01 , w

01 ]

[ w21, w21]
[ w11, w11]

lj ∈ x0,j ∈ uj xN > 0


